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Petrović, M.J.; Ivanov, B.; Cao, X.;

Stupina, A.; Li, S. Improved Gradient

Descent Iterations for Solving

Systems of Nonlinear Equations.

Algorithms 2023, 16, 64. https://

doi.org/10.3390/a16020064

Academic Editors: Alicia Cordero

and Gerardo Toraldo

Received: 24 November 2022

Revised: 7 January 2023

Accepted: 16 January 2023

Published: 18 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

algorithms

Article

Improved Gradient Descent Iterations for Solving Systems
of Nonlinear Equations
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Abstract: This research proposes and investigates some improvements in gradient descent iterations
that can be applied for solving system of nonlinear equations (SNE). In the available literature, such
methods are termed improved gradient descent methods. We use verified advantages of various
accelerated double direction and double step size gradient methods in solving single scalar equations.
Our strategy is to control the speed of the convergence of gradient methods through the step size
value defined using more parameters. As a result, efficient minimization schemes for solving SNE are
introduced. Linear global convergence of the proposed iterative method is confirmed by theoretical
analysis under standard assumptions. Numerical experiments confirm the significant computational
efficiency of proposed methods compared to traditional gradient descent methods for solving SNE.
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1. Introduction, Preliminaries, and Motivation

Our intention is to solve a system of nonlinear equations (SNE) of the general form

F(x) = 0, x ∈ Rn, (1)

where R is the set of real numbers, Rn denotes the set of n-dimensional vectors from R,
and F : Rn 7→ Rn, F(x) = (F1(x), . . . , Fn(x))T, and Fi : Rn 7→ R is the ith component of F.
It is assumed that F is a continuously differentiable mapping. The nonlinear optimization
problem (1) is equivalent to the subsequent minimization of the following goal function f :

min
x∈Rn

f (x), f (x) =
1
2
‖F(x)‖2 =

1
2

n

∑
i=1

(Fi(x))2. (2)

The equivalence of (1) and (2) is widely used in science and practical applications.
In such problems, the solution to SNE (1) comes down to solving a related least-squares
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problem (2). In addition to that, the application of the adequate nonlinear optimization
method in solving (1) is a common and efficient technique. Some well-known schemes for
solving (1) are based on successive linearization, where the search direction dk is obtained
by solving the equation

F(xk) + F′(xk)dk = 0, (3)

where F′(xk) ≡ JF(xk), and JF(x) =
[

∂F1(x)
∂xj

]
is the Jacobian matrix of F(x). Therefore, the

Newton iterative scheme for solving (1) is defined as

xk+1 = xk + tkdk = xk − tk
(

F′(xk)
)−1F(xk), (4)

where tk is a positive parameter that stands for the steplength value.

1.1. Overview of Methods for Solving SNE

Most popular iterations for solving (1) use appropriate approximations Bk of the
Jacobian matrix F′(xk). These iterations are of the form xk+1 = xk + tkdk, where tk is the
steplength, and dk is the search direction obtained as a solution to the SNE

Bkdk + F(xk) = 0. (5)

For simplicity, we will use notations

Fk := F(xk), yk := Fk+1 − Fk, sk := xk+1 − xk. (6)

The BFGS approximations are defined on the basis of the secant equation Bk+1sk = yk.
The BFGS updates

Bk+1 = Bk −
BksksT

k Bk

sT
k Bksk

+
ykyT

k
yT

k sk

with an initial approximation B0 ∈ Rn×n were considered in [1].
Further on, we list and briefly describe relevant minimization methods that exploit

the equivalence between (1) and (2). The efficiency and applicability of these algorithms
highly motivated the research presented in this paper. The number of methods that we
mention below confirms the applicability of this direction in solving SNE. In addition, there
is an evident need to develop and constantly upgrade the performances of optimization
methods for solving (1).

There are numerous methods which can be used to solve the problem (1). Many of
them are developed in [2–7]. Derivative-free methods for solving SNE were considered
in [8–10]. These methods are proposed as appropriate adaptations of double direction
and steplength methods in nonlinear optimization and the approximation of the Jacobian
with a diagonal matrix whose entries are defined utilizing of an appropriate parameter.
One approach based on various modifications of the Broyden method was proposed
in [11,12]. A derivative-free conjugate gradient (CG) iterations for solving SNE were
proposed in [13].

A descent Dai–Liao CG method for solving large-scale SNE was proposed in [14].
Novel hybrid and modified CG methods for finding a solution to SNE were originated
in [15,16], respectively. An extension of a modified three-term CG method that can be
applied for solving equations with convex constraints was presented in [17]. A diagonal
quasi-Newton approach for solving large-scale nonlinear systems was considered in [18,19].
A quasi-Newton method, defined based on an improved diagonal Jacobian approximation,
for solving nonlinear systems was proposed in [20]. Abdullah et al. in [21] proposed a
double direction method for solving nonlinear equations. The first direction is the steepest
descent direction, while the second direction is the proposed CG direction. Two derivative-
free modifications of the CG-based method for solving large-scale systems F(x) = 0 were
presented in [22]. These methods are applicable in the case when the Jacobian of F(x) is not
accessible. An efficient approximation to the Jacobian matrix with a computational effort
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similar to that of matrix-free settings was proposed in [23]. Such efficiency was achieved
when a diagonal matrix generates a Jacobian approximation. This method possesses low
memory space requirements because the method is defined without computing exact gradi-
ent and Jacobian. Waziri et al. in [24] followed the approach based on the approximation
of the Jacobian inverse by a nonsingular diagonal matrix. A fast and computationally
efficient method concerning memory requirements was proposed in [25], and it uses an
approximation of the Jacobian by an adequate diagonal matrix. A two-step generalized
scheme of the Jacobian approximation was given in [26]. Further on, an iterative scheme
which is based on a modification of the Dai–Liao CG method, classical Newton iterates,
and the standard secant equation was suggested in [27]. A three-step method based on a
proper diagonal updating was presented in [28]. A hybridization of FR and PRP conjugate
gradient methods was given in [29]. The method in [29] can be considered as a convex
combination of the PRP method and the FR method while using the hyperplane projection
technique. A diagonal Jacobian method was derived from data from two preceding steps,
and a weak secant equation was investigated in [30]. An iterative modified Newton scheme
based on diagonal updating was proposed in [31]. Solving nonlinear monotone operator
equations via a modified symmetric rank-one update is given in [32]. In [33], the authors
used a new approach in solving nonlinear systems by simply considering them in the form
of multi-objective optimization problems.

It is essential to mention that the analogous idea of avoiding the second derivative
in the classical Newton’s method for solving nonlinear equations is exploited in deriv-
ing several iterative methods of various orders for solving nonlinear equations [34–37].
Moreover, some derivative-free iterative methods were developed for solving nonlinear
equations [38,39]. Furthermore, some alternative approaches were conducted for solving
complex symmetric linear systems [40] or a Sylvester matrix equation [41].

Trust region methods have become very popular algorithms for solving nonlinear
equations and general nonlinear problems [37,42–44].

The systems of nonlinear equations (1) have various applications [15,29,45–48], for exam-
ple in solving the `1-norm problem arising from compressing sensing [49–52], in variational
inequalities problems [53,54], and optimal power flow equations [55] among others.

Viewed statistically, the Newton method and different forms of quasi-Newton methods
have been frequently used in solving SNE. Unfortunately, methods of the Newton family
are not efficient in solving large-scale SNE problems since they are based on the Jacobian
matrix. A similar drawback applies to all methods based on various matrix approximations
of the Jacobian matrix in each iteration. Numerous adaptations and improvements of the
CG iterative class exist as one solution applicable to large-scale problems. We intend to use
the simplest Jacobian approximation using an appropriate diagonal matrix. Our goal is to
define computationally effective methods for solving large-scale SNEs using the simplest
of Jacobian approximations. The realistic basis for our expectations is the known efficient
methods used to optimize individual nonlinear functions.

The remaining sections have the following general structure. The introduction, pre-
liminaries, and motivation are included in Section 1. An overview of methods for solving
SNE is presented in Section 1.1 to complete the presentation and explain the motivation.
The motivation for the current study is described in Section 1.2. Section 2 proposes sev-
eral multiple-step-size methods for solving nonlinear equations. Convergence analysis of
the proposed methods is investigated in Section 3. Section 4 contains several numerical
examples obtained on main standard test problems of various dimensions.

1.2. Motivation

The following standard designations will be used. We adopt the standard notations
for the gradient g(x) := ∇ f (x) and the Hessian G(x) := ∇2 f (x) of the objective function
f (x). Further, gk = g(xk) denotes the gradient vector for f in the point xk. An appropriate
identity matrix will be denoted by I.
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Our research is motivated by two trends in solving minimization problems. These
streams are described as two subsequent parts of the current subsection. A nonlinear
multivariate unconstrained minimization problem is defined as

min f (x), x ∈ Rn, (7)

where f (x) : Rn 7→ R is a uniformly convex or strictly convex continuously differentiable
function bounded from below.

1.2.1. Improved Gradient Descent Methods as Motivation

The most general iteration for solving (7) is expressed as

xk+1 = xk + tkdk. (8)

In (8), xk+1 presents a new approximation point based on the previous xk. Positive
parameter tk stays for the steplength value, while dk presents the search direction vector,
which is generated based on the descent condition

gT
k dk < 0.

The direction vector dk may be defined in various ways. This vital element is often
determined using the features of the function gradient. In one of the earliest optimization
schemes, the gradient descent method (GD), this variable is defined as negative of the
gradient direction, i.e., dk = −gk. In the line search variant of the Newton method, the
search direction presents the solution to the system of nonlinear equations Gkd = −gk with
respect to d, where Gk := G(xk) = 52 f (xk) denotes the Hessian matrix.

Unlike traditional GD algorithms for nonlinear unconstrained minimization, which
are defined based on a single step size tk, a class of improved gradient descent (IGD)
algorithms define the final step size using two or more steps size scaling parameters. Such
algorithms were classified and investigated in [56]. Obtained numerical results confirm that
the usage of appropriate additional scaling parameters decreases the number of iterations.
Typically, one of the parameters is defined using the inexact line search, while the second
one is defined using the first terms of the Taylor expansion of the goal function.

A frequently investigated class of minimization methods that can be applied for
solving the problem (7) use the following iterative rule

xk+1 = xk − θktkgk. (9)

In (9), the parameter tk represents the step size in the kth iteration. The originality of
the iteration (9) is expressed though the acceleration variable θk. This type of optimization
scheme with acceleration parameter was originated in [57]. Later, in [58], the authors
justifiably named such models as accelerated gradient descent methods (AGD methods shortly).
Further research on this topic confirmed that the acceleration parameter generally improves
the performance of the gradient method.

The Newton method with included line search technique is defined by the following
iterative rule

xk+1 = xk − tkG−1
k gk, (10)

wherein G−1
k stands for the inverse of the Hessian matrix Gk. Let Bk be a symmetric positive

definite matrix such that ‖Bk − Gk‖ < ε, for arbitrary matrix norm ‖.‖ and for a given
tolerance ε. Further, let Hk be a positive definite approximation of the Hessian’s inverse G−1

k .
This approach leads to the relation (11) which is the quasi-Newton method with line search:

xk+1 = xk − tk Hk gk. (11)
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Updates of Hk can be defined as solutions to the quasi-Newton equation

Hk+1yk = sk, (12)

where sk = xk+1 − xk, yk = gk+1 − gk. There is a class of iterations (11) in which there is
no ultimate requirement for the Hk to satisfy the quasi-Newton equation. Such a class of
iterates is known as modified Newton methods [59].

The idea in [58] is usage of a proper diagonal approximation of the Hessian

Bk = γk I, γk > 0, γk ∈ R. (13)

Applying the approximation (13) of Bk, the matrix Hk can be approximated by the
simple scalar matrix

Hk = γ−1
k I. (14)

In this way, the quasi-Newton line search scheme (11) is transformed into a kind of
AGD iteration, called the SM method and presented in [58] as

xk+1 = xk − γ−1
k tkgk. (15)

The positive quantity γk is the convergence acceleration parameter which improves
the behavior of the generated iterative loop. In [56], methods of the form (15) are termed as
improved gradient descent methods (IGD). Commonly, the primary step size tk is calculated
through the features of some inexact line search algorithms. An additional acceleration
parameter γk is usually determined by the Taylor expansion of the goal function. This way
of generating acceleration parameter is confirmed as a good choice in [56,58,60–62].

The choice γk := 1 in the IGD iterations (15) reveal the GD iterations

xk+1 = xk − tkgk. (16)

On the other hand, if the acceleration γk is well-defined, then the step size tk := 1 in
the IGD iterations (15) is acceptable in most cases [63], which leads to a kind of the GD
iterative principle:

xk+1 = xk − γ−1
k gk. (17)

Barzilai and Borwein in [64] proposed two efficient IGD variants, known as BB method
variants, where the steplength γBB

k was defined as an approximation Hk = γBB
k I. Therefore,

the replacement γ−1
k := γBB

k in (17) leads to the BB iterative rule

xk+1 = xk − γBB
k gk.

The scaling parameter γBB
k in the basic version is defined upon the minimization of the

vector norm min
γ
‖sk−1 − γyk−1‖2, which gives

γBB
k =

sT
k−1yk−1

yT
k−1yk−1

. (18)

The steplength γBB
k in the dual method is produced by the minimization min

γ
‖γsk−1−

yk−1‖2, which yields

γBB
k =

sT
k−1sk−1

sT
k−1yk−1

. (19)
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The BB iterations were modified and investigated in a number of publications [65–79]. The
so-called Scalar Correction (SC) method from [80] proposed the trial steplength in (17)
defined by

γSC
k+1 =


sT

k rk
yT

k rk
, yT

k rk > 0
‖sk‖
‖yk‖

, yT
k rk ≤ 0

, rk = sk − γkyk. (20)

The SC iterations are defined as

xk+1 = xk − γSC
k gk.

A kind of steepest descent and BB iterations relaxed by a parameter θk ∈ (0, 2) were
proposed in [81]. The so-called Relaxed Gradient Descent Quasi Newton methods, (shortly
RGDQN and RGDQN1), expressed by

xk+1 = xk − θktkγ−1
k gk, (21)

are introduced in [82]. Here, θk presents the relaxation parameter. This value is chosen
randomly within the (0, 1) interval in the RGDQN schemes and by the relation

θk =
γk

tkγk+1

in the RGDQN1 algorithm.

1.2.2. Discretization of Gradient Neural Networks (GNN) as Motivation

Our second motivation arises from discretizing gradient neural network (GNN) design.
A GNN evolution can be defined in three steps. Further details can be found in [83,84].

The bulleted lists look like this:

Step1GNN. Define underlying error matrix E(t) by the interchange of the unknown ma-
trix in the actual problem by the unknown time-varying matrix V(t), which will be
approximated over time t ≥ 0. The scalar objective of a GNN is just the Frobenius
norm of E(t):

ε(t) =
‖E(t)‖2

F
2

, ‖E‖F =
√

Tr(ETE).

Step2GNN. Compute the gradient ∂ε(t)
∂V = ∇ε(t) of the objective ε(t).

Step3GNN. Apply the dynamic GNN evolution, which relates the time derivative V̇(t)
and direction opposite to the gradient of ε(t):

V̇(t) =
dV(t)

dt
= −γ

∂ε(t)
∂V

, V(0) = V0. (22)

Here, V(t) is the activation state variables matrix, t ∈ [0,+∞) is the time, γ > 0 is the
gain parameter, and V̇(t) is the time derivative of V(t).

The discretization of V̇(t) by the Euler forward-difference rule is given by

V̇(t) ≈ (Vk+1 −Vk)/τ, (23)

where τ is the sampling time and Vk = V(t = kτ), k = 1, 2, . . . [84]. The approximation (23)
transforms the continuous-time GNN evolution (23) into discrete-time iterations

Vk+1 −Vk
τ

= −γ
∂ε(t)
∂V

= −γ∇ε(t).

Derived discretization of the GNN design is just a GD method for nonlinear optimization:

Vk+1 = Vk − βk∇ε(t), βk = τ γ > 0, (24)
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where βk = τ γ > 0 is the step size. So, the step size βk is defined as a product of two
parameters, in which the parameter γ should be “as large as possible”, while τ should be
“as small as possible”. Such considerations may add additional points of view to multiple
parameters gradient optimization methods.

Our idea is to generalize the IGD iterations considered in [56] to the problem of solving
SNE. One observable analogy is that the gain parameter γ from (22) corresponds to the
parameter γk from (15). In addition, the sampling time τ can be considered as an analogy
to the primary step size tk ∈ (0, 1), which is defined by an inexact line search. Iterations
defined as IGD iterations adopted to solve SNE will be called IGDN class.

2. Multiple Step-Size Methods for Solving SNE

The term “multiple step-size methods” is related to the class of gradient-based iterative
methods for solving SNE employing a step size defined using two or more appropriately
defined parameters. The final goal is to improve the efficiency of classical gradient methods.
Two strategies are used in finding approximate parameters: inexact line search and the
Taylor expansion.

2.1. IGDN Methods for Solving SNE

Our aim is to simplify the update of the Jacobian F′(xk) := Jk. Following (13), it is
appropriate to approximate the Jacobian with a diagonal matrix

F′(xk) ≈ γk I. (25)

Then, Bk = γk I in (5) produces the search direction dk = −γ−1
k Fk, and the iterations (8)

are transformed into
xk+1 = xk − tkγ−1

k Fk. (26)

The final step size in iterations (26) is defined using two step size parameters: tk
and γk. Iterations that fulfill pattern (26) are an analogy of IGD methods for nonlinear
unconstrained optimization and will be termed as IGDN class of methods.

Using the experience of nonlinear optimization, the steplength parameter γk can be
defined appropriately using the Taylor expansion of F(x):

Fk+1 = Fk + F′(ξk)(xk+1 − xk), ξk ∈ [xk, xk+1]

On the basis of (25), it is appropriate to use F′(ξk) ≈ γk I, which implies

Fk+1 − Fk = γk(xk+1 − xk). (27)

Using (27) and applying notation (6), one obtains the following updates of γk:

γk =
yT

k yk

yT
k sk

=
sT

k yk

sT
k sk

.

It can be noticed that the iterative rule (26) matches with BB iteration [64]. So, we
introduced the BB method for solving SNE. Our further contribution is the introduction of
appropriate restrictions on the scaling parameter. To that end, Theorem 1 reveals values of
γk which decrease the objective functions included in Fk. The inequality Fk+1 ≤ Fk means
(Fk+1)i ≤ (Fk)i, i = 1, . . . , n.

Theorem 1. If the condition γk+1 ≤ γk
tk

is satisfied, then the IGDN iterations (26) satisfy Fk+1 ≤ Fk.

Proof. As a consequence of (26) and (27), one can verify

Fk+1 = Fk − tkγk+1γ−1
k Fk =

(
1− tkγk+1γ−1

k

)
Fk. (28)
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In view of tk, γk+1, γk ≥ 0, it follows that 1− tkγk+1γ−1
k ≤ 1. On the other hand,

the inequality 1− tkγk+1γ−1
k ≥ 0 is satisfied in the case γk+1 ≤ γk

tk
. Now, (28) implies

(Fk+1)i ≤ (Fk)i, i = 1, . . . , n, which needs to be proven.

So, appropriate update γk+1 can be defined as follows:

γk+1 =


yT

k yk
yT

k sk
=

sT
k yk

sT
k sk

, yT
k sk ≥ 0,

γk
tk

, yT
k sk < 0.

(29)

Now, we are able to generate the value of the next approximation in the form

xk+2 = xk+1 − tk+1γ−1
k+1Fk+1. (30)

The step size tk+1 in (30) can be determined using the nonmonotone line search. More
precisely, tk is defined by tk = max

{
1, sk

}
, where s ∈ (0, 1), and the integer k is defined

from the line search

f (xk + tkdk)− f (xk) ≤ −ω1||tkF(xk)||2 −ω2||tkdk||2 + ηk f (xk), (31)

wherein ω1 > 0, ω2 > 0, are constants, and {ηk} is a positive sequence such that

∞

∑
k=0

ηk < ∞. (32)

The equality (28) can be rewritten in the equivalent form

yk = −tkγk+1γ−1
k Fk, (33)

which gives

γk+1 = −
γkFT

k yk

tkFT
k Fk

.

Further, an application of Theorem 1 gives the following additional update for the
acceleration parameter γk:

γk+1 =


− γk FT

k yk
tk FT

k Fk
, FT

k yk
FT

k Fk
/∈ (−1, 0),

γk
tk

, FT
k yk

FT
k Fk
∈ (−1, 0).

(34)

Corollary 1. IGDN iterations (26) determined by (34) satisfy Fk+1 ≤ Fk.

Proof. Clearly, (34) initiates γk+1 ≤ γk
tk

, and the proof follows from Theorem 1.

Further on, the implementation framework of the IGDN method is presented in
Algorithm 1.

Algorithm 1 The IGDN iterations based on (29), (30) or (34), (30).

Require: Vector function F(x), ε > 0 and initialization x0 ∈ Rn.
1: For k = 0 chose γ0 = 1 and F(x0).
2: Check the output criterion; if ‖F(xk)‖ ≤ ε is fulfilled then stop the algorithm; else,

continue performing the next step.
3: (Line search) Compute tk ∈ (0, 1] using (31).
4: Compute xk+1 using (30).
5: Determine γk+1 using (29) or (34).
6: k := k + 1.
7: Return to Step 2.
8: Outputs: xk+1, F(xk+1).
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Remark 1. The IGDN algorithm defined by (29) (resp. by (34)) will be denoted by IGDN (29)
(resp. by IGDN (34)). Mathematically, IGDN (29) and IGDN (34) are equivalent. The numerical
comparison of these algorithms will be performed later.

2.2. A Class of Accelerated Double Direction (ADDN) Methods

In [61], an optimization method was defined by the iterative rule

xk+1 = xk + tkdk + t2
kck, (35)

where tk denotes the value of the steplength parameter, and dk, ck are the search directions
vectors. The vector dk is defined as in the SM-method from [58], which gives dk = γk

−1gk,
and further

xk+1 = xk − tkγk
−1gk + t2

kck. (36)

We want to apply this strategy in solving (1). First of all, the vector ck can be defined
according to [85]. An appropriate definition of ck is still open.

Assuming again Bk = γk I, the vector dk from (5) becomes dk = −γ−1
k Fk, which

transforms (35) into
xk+1 = xk − tkγ−1

k Fk + t2
kck. (37)

We propose the steplength γk+1 arising from the Taylor expansion (27) and defined
as in (29). In addition, it is possible to use an alternative approach. More precisely, in this
case, (27) yields to

Fk+1 = Fk − γk+1

(
−tkγ−1

k Fk + t2
kck

)
.

As a consequence, γk+1 can be defined utilizing

γk+1 = −
γkyT

k yk

yT
k
(
−tkFk + γkt2

kck
) . (38)

The problem γk+1 < 0 in (38) is solved using γk+1 = 1.
We can easily conclude that the next iteration is then generated by

xk+2 = xk+1 − tk+1Fk+1 + t2
kck+1.

The ADDN iterations are defined in Algorithm 2.

Algorithm 2 The ADDN iterations based on (37), (38).

Require: Functions F(x), ε > 0 and a given initial vector x0 ∈ Rn.
1: For k = 0 chose γ0 = 1 and F(x0).
2: Check the stop criterion; if ‖F(xk)‖ ≤ ε is satisfied then stop the algorithm; else,

continue with Step 3:.
3: (Line search) Find tk ∈ (0, 1] using inexact line search procedure.
4: Compute xk+1 using (37).
5: Determine γk+1 using (38).
6: In case γk+1 < 0, apply γk+1 = 1.
7: k := k + 1.
8: Back to Step 2.
9: Outputs: xk+1, F(xk+1).

2.3. A Class of Accelerated Double Step Size (ADSSN) Methods

If the steplength t2
k is replaced by another steplength lk in (35), it can be obtained

xk+1 = xk + tkdk + lkck. (39)
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Here, the parameters tk, lk ≥ 0 are two independent step size values, and the vectors
dk, ck define the search directions of the proposed iterative scheme (39).

Motivation for this type of iterations arises from [60]. The author of this paper sug-
gested a model of the form (39) with two-step size parameters. This method is actually
defined by substituting the parameter tk

2 from (35) with another step size parameter lk.
Both step size values are computed by independent inexact line search algorithms.

Since we aim to unify search directions, it is possible to use

dk := −γ−1
k Fk, ck := −Fk. (40)

The substitution of chosen parameters (40) into (39) produces

xk+1 = xk −
(

tkγ−1
k + lk

)
Fk. (41)

The final step size,
(

tkγ−1
k + lk

)
, in the iterations (41) are defined combining three

step size parameters: tk, lk, and γk. Again, the parameter γk+1 is defined using the Taylor
series of the form

F(xk+1) = F(xk)− γk+1

(
tkγ−1

k + lk
)

F(xk).

As a consequence, γk+1 can be computed by

γk+1 = −
γkFT

k yk

(tk + γklk)FT
k Fk

.

Theorem 2. If the condition γk+1 ≤ γk
tk+γk lk

holds, then the iterations (41) satisfy Fk+1 ≤ Fk.

Proof. Taking (27) in conjunction with (41), one can verify

Fk+1 = Fk − γk+1

(
tkγ−1

k + lk
)

Fk = Fk

(
1− γk+1

(
tkγ−1

k + lk
))

.

Clearly, γk+1 ≤ γk
tk+γk lk

implies 1− γk+1

(
tkγ−1

k + lk
)
≥ 0. The proof follows from

tk ≥ 0, γk+1, γk ≥ 0, which ensures 1− γk+1

(
tkγ−1

k + lk
)
≤ 1.

In view of Theorem 2, it is reasonable to define the following update for γk+1 in the
ADSSN method:

γk+1 =


− γk FT

k yk
(tk+γk lk)FT

k Fk
, FT

k yk
FT

k Fk
/∈ (−1, 0),

γk
tk+γk lk

, FT
k yk

FT
k Fk
∈ (−1, 0).

(42)

Once the accelerated parameter γk+1 > 0 is determined, the values of step size
parameters tk+1 and lk+1 are defined. Then, it is possible to generate the next point:

Fk+2 = Fk+1 − γk+2

(
tk+1γ−1

k+1 + lk+1

)
Fk+1.

In order to derive appropriate values of the parameters tk+1 and lk+1, we investigate
the function

Φk+1(t, l) = Fk+1 − γk+2

(
γ−1

k+1 t + l
)

Fk+1.

The gradient of Φk+1(t, l) is equal to

g(Φk+1(t, l)) =
{

Φk+1(t, l)′t, Φk+1(t, l)′l
}
=
{
−γk+2γ−1

k+1Fk+1,−γk+2Fk+1

}
. (43)

Therefore,
Φk+1(0, 0) = Fk+1.
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In addition,
g(Φk+1(t, l)) = {0, 0} ⇐⇒ Fk+1 = 0. (44)

Therefore, the function Φk+1(t, l) is well-defined.
Step scaling parameters tk and lk can be determined using two successive line search

procedures (31).

Corollary 2. The ADSSN iterations determined by (41) satisfy Fk+1 ≤ Fk.

Proof. Clearly, the definition of γk+1 in (42) implies γk+1 ≤ γk
tk

, and the proof follows from
Theorem 2.

The ADSSN iterations are defined in Algorithm 3.

Algorithm 3 The ADSSN iteration based on (41) and (42).

Require: Chosen F(x), ε > 0 and an initialization x0 ∈ Rn.
1: For k = 0 chose γ0 = 1 and F(x0).
2: Check the test criterion; if ‖F(xk)‖ ≤ ε holds, then stop; else, continue with Step 3:.
3: Find tk using inexact line search.
4: Find lk using inexact line search.
5: Compute xk+1 using (41).
6: Determine the scalar γk+1 using (42).
7: k := k + 1.
8: Return to Step 2:.
9: Outputs: xk+1 and F(xk+1).

Remark 2. Step 6 of Algorithm 3 is defined according to Theorem 2.

2.4. Simplified ADSSN

Applying the relation
tk + lk = 1 (45)

between the step size parameters tk and lk in the ADSSN iterative rule (41), the ADSSN
iteration is transformed to

xk+1 = xk −
[
tk(γ

−1
k − 1) + 1

]
F(xk). (46)

The convex combination (45) of step size parameters tk and lk that appear in the
ADSSN scheme (41) was originally proposed in [62] and applied in an iterative method
for solving the unconstrained optimization problem (7). The assumption (45) represents
a trade-off between the steplength parameters tk and lk. In [62], it was shown that the
induced single step size method shows better performance characteristics in general. The
constraint (45) initiates the reduction of the two-parameter ADSSN rule into a single step
size transformed ADSSN (shortly TADSSN) iterative method (46).

We can spot that the TADSSN method is a modified version of IGDN iterations,
based on the replacement of the product tkγ−1

k , from the classical IGDN iteration, by the
multiplying factor tk(γ

−1
k − 1) + 1.

The substitution φk := tk(γ
−1
k − 1) + 1 will be used to simplify the presentation. Here,

the accelerated parameter value γk+1 is calculated by (29).

Corollary 3. Iterations (46) satisfy

Fk+1 = Fk − γk+1φkFk. (47)

Proof. It follows from (27) and (46).
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In view of (47), it is possible to conclude

γk+1 = −
FT

k yk

φkFT
k Fk

.

Corollary 4 gives some useful restrictions on this rule.

Corollary 4. If the condition γk+1 ≤ γk
tk+γk(1−tk)

holds, then the iterations (41) satisfy Fk+1 ≤ Fk.

Proof. It follows from Theorem 1 and lk = 1− tk.

In view of Corollary 4, it is reasonable to define the following update for γk+1 in the
TADSSN method:

γk+1 =


− FT

k yk
φk FT

k Fk
, FT

k yk
φk FT

k Fk
≤ 0

γk
tk+γk(1−tk)

, FT
k yk

φk FT
k Fk

> 0.
(48)

Then, xk+2 is equal to
xk+2 = xk+1 − φk+1Fk+1.

Algorithm 4 The ADSSN iteration based on (46) and (48).

Require: Chosen F(x), ε > 0 and x0 ∈ Rn.
1: For k = 0 chose γ0 = 1 and F(x0).
2: Check the termination criterion; if ‖F(xk)‖ ≤ ε holds then stop; else, go to Step 3:.
3: (Line search) Apply (31) and generate the step size value tk.
4: Compute lk = 1− tk.
5: Compute xk+1 using (46).
6: Determine the scaling factor γk+1 using (48).
7: k := k + 1.
8: Return to Step 2.
9: Output: xk+1, F(xk+1).

3. Convergence Analysis

The level set is defined as

Ω = {x ∈ Rn| ‖F(x)‖ ≤ ‖F(x0)‖}, (49)

where x0 ∈ Rn is an initial approximation.
Therewith, the next assumptions are needed:

(A1)The level set Ω defined in (49) is bounded below.
(A2)Lipschitz continuity holds for the vector function F, i.e., ‖F(x)− F(y)‖ ≤ r‖x− y‖

for all x, y ∈ Rn and r > 0.
(A3)The Jacobian F′(x) is bounded.

Lemma 1. Suppose the assumption (A2) holds. If the sequence {xk} is obtained by the IGDN (29)
iterations, then

yT
k sk ≤ r‖sk‖2, r > 0. (50)

Proof. Obviously,
yT

k sk = sT
k yk = sT

k (Fk+1 − Fk). (51)

Therefore, assuming (A2), it is possible to derive

yT
k sk ≤ ‖sk‖‖Fk+1 − Fk‖ ≤ r‖sk‖2. (52)
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Previous estimation confirms that (50) is satisfied with r defined by the Lipschitz
condition in (A2).

For the convergence results of the remaining algorithms, we need to prove the finite-
ness of γk, dk, and the remaining results follow trivially.

Lemma 2. The γk generated by IGDN (29) is bounded by the Lipschitz constant r.

Proof. Clearly, the complemental step size γk defined by (29) satisfies

γk+1 =
yT

k sk

‖sk‖2 ≤
r‖sk‖2

‖sk‖2 = r, (53)

which leads to the conclusion γk ≤ r.

Lemma 3. The additional step size γk generated by IGDN (34) is bounded as follows:

γk ≤
1

k−1
∏
i=0

ti

(54)

Proof. The updating rule (34) satisfies γk+1 ≤ γk
tk

. Continuing in the same way, one
concludes

γk+1 ≤
γ0
k

∏
i=0

ti

.

The proof can be finished using γ0 = 1.

Lemma 4. The additional scaling parameter γk generated by (42) is bounded as follows:

γk ≤
1

k−1
∏
i=0

(ti + γili)
. (55)

Lemma 5. The directions dk used in IGDN (29) and IGDN (34) algorithms are descent directions.

Proof. Since
dk = −γ−1

k Fk, (56)

an application of the scalar product of both sides in (56) with FT
k in conjunction with

Lemma 2 leads to the following conclusion for IGDN (29) iterations:

FT
k dk = −γ−1

k FT
k Fk ≤ −

1
r
‖Fk‖2 < 0. (57)

With Lemma 3, it can be concluded that IGDN (34) iterations imply the following:

FT
k dk = −γ−1

k FT
k Fk ≤ −

(
k−1

∏
i=0

ti

)
‖Fk‖2 < 0. (58)

The proof is complete.

Lemma 6. The direction dk used in ADSSN algorithms is a descent direction.

Proof. Since
dk = −

(
tkγ−1

k + lk
)

Fk, (59)
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after using the scalar product of both sides in (59) with FT
k and taking into account Lemma 4,

we obtain
FT

k dk = −
(

tkγ−1
k + lk

)
FT

k Fk

= − 1
γk

(tk + lkγk)FT
k Fk

≤ − 1
1

k−1
∏

i=0
(ti+γi li)

(tk + lkγk)FT
k Fk

= −
(

k

∏
i=0

(ti + γili)

)
‖Fk‖2 < 0.

(60)

The proof is complete.

Theorem 3. The vector Fk+1 generated by IGDN (34) is a descent direction.

Proof. According to (34), it follows

γk+1 = −
γkFT

k yk

tkFT
k Fk

= −
γkFT

k (Fk+1 − Fk)

tkFT
k Fk

= −
γkFT

k Fk+1

tk‖Fk‖2 +
γk
tk

.

As a consequence, γk+1 ≤ γk
tk

implies FT
k Fk+1 ≥ 0, which means that Fk+1 is a descent

direction.

Theorem 4. The vector Fk+1 generated by ADSSN iterations (41) is a descent direction.

Lemma 7. If the assumptions (A1) and (A2) are valid, then the norm of the direction vector dk
generated by IGDN (29) is bounded.

Proof. The norm ‖dk‖ can be estimated as

‖dk‖ =
∥∥∥−γ−1

k Fk

∥∥∥
≤
∣∣∣−γ−1

k

∣∣∣‖Fk‖.
(61)

As an implication of (A1), one can conclude ‖Fk‖ ≤ M, which in conjunction with
Lemma 2 further approximates ‖dk‖ in (61) by ‖dk‖ ≤ w, w = 1

r M > 0.

Lemma 8. If the assumptions (A1) and (A2) hold, then the norm of the direction vector dk
generated by IGDN (34) is bounded.

Proof. As an implication of (A1), one can conclude ‖Fk‖ ≤ M, which in conjunction

with (54) and (61) further approximates ‖dk‖ in (61) by ‖dk‖ ≤ w, w =

(
k−1
∏
i=0

ti

)
M > 0.

Lemma 9. If the assumptions (A1) and (A2) are active, then the norm of the direction vector dk
generated by ADSSN is bounded.

Proof. Following the proof used in Lemma 8, it can be verified that

‖dk‖≤
(

k−1
∏
i=0

(
tiγ
−1
i + li

))
M>0.

Now, we are going to establish the global convergence of IGDN (29) and IGDN (34)
and ADSSN iterations.
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Theorem 5. If the assumptions (A2) and (A3) are satisfied and xk are iterations generated by
IGDN (29), then

lim
k→∞
‖F(xk)‖ = 0. (62)

Proof. The search direction is defined by dk = −γ−1
k Fk. Starting from the apparent relation

FT
k dk = −γ−1

k ‖Fk‖2,

we can conclude
‖Fk‖2 = −FT

k dkγk. (63)

Finally, (57) implies FT
k dk < 0, which further implies −FT

k dk > 0. From Lemma 2,
using (63) and −FT

k dk > 0, it follows that

‖Fk‖2 = γk| − FT
k dk|

≤ r
∣∣∣FT

k dk

∣∣∣
≤ r‖Fk‖‖dk‖.

(64)

Based on Lemma 7, it can be concluded

‖Fk‖2 ≤ r‖Fk‖‖dk‖ ≤ r w ‖Fk‖. (65)

By Lemma 5, we can deduce that the norm of the function F(xk) is decreasing along
the direction dk, which means ‖F(xk+1)‖ ≤ ‖F(xk)‖ is true for every k. Based on this fact,
it follows

0 ≤ ‖Fk‖2 ≤ r w ‖Fk‖ −→ 0, (66)

which directly implies
lim
k→∞
‖F(xk)‖ = 0 (67)

and completes the proof.

Theorem 6. If the assumptions (A2) and (A3) are satisfied and xk are iterations generated by
IGDN (34), then (62) is valid.

Proof. The search direction of IGDN (34) satisfies (63). Finally, since γk is bounded as
in (54), and dk is a descent direction (Lemma 8). iIt can be concluded

0 ≤ ‖Fk‖2 ≤

 1
k−1
∏
i=0

ti

∣∣∣FT
k dk

∣∣∣

≤

 1
k−1
∏
i=0

ti

‖Fk‖‖dk‖

≤

 1
k−1
∏
i=0

ti

w‖Fk‖ −→ 0,

(68)

which implies the desired result.
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Theorem 7. If the assumptions (A2) and (A3) are satisfied and xk are iterations generated by
ADSSN iterations (41), then (62) is valid.

4. Numerical Experience

In order to confirm the efficiency of the presented IGDN and ADSSN processes, we
compare them with the EMFD iterations from [8]. We explore performances of both IGDN
variants defined by Algorithm 1, depending on chosen acceleration parameter γk. These
variants are denoted as IGDN (29) and IGDN (34).

The following values of needed parameters are used:

• IGDN algorithms are defined using ω1 = ω2 = 10−4, α0 = 0.01, s = 0.2, ε = 10−4,
and ηk =

1
(k+1)2 .

• EMFD method is defined using ω1 = ω2 = 10−4, α0 = 0.01, s = 0.2, ε = 10−4, and
ηk =

1
(k+1)2 .

We use the following initial points (IP shortly) for the iterations:

x1 = ones(1, . . . , 1), x2 =
(

1, 1
2 , 1

3 , . . . , 1
n

)
, x3 = (0.1, 0.1, . . . , 0.1), x4 = ( 1

n , 2
n , . . . , 1),

x5 =
(

1− 1
n , 1− 2

n , . . . , 0
)

, x6 = (−1, . . . ,−1), x7 =
(

n− 1
n , n− 2

n , . . . , n− 1
)

, x8 = ( 1
2 , 1, 2

3 , . . . , 2
n ).

The considered nine test problems are listed below.
Problem 1 (P1) [86] Nonsmooth Function
F(xi) = 2xi − sin|xi|, for i = 1, 2, . . . , n.
Problem 2 (P2) [87]
F(xi) = min

{
min(xi, x2

i ), max(|xi|, x3
i )
}

, i = 2, 3, · · · , n.
Problem 3 (P3) [87] Strictly Convex Function I
F(xi) = exp(xi)− 1, for i = 1, 2, . . . , n.
Problem 4 (P4) [87]
F1(x) = hx1 + x2 − 1,
Fi(x) = xi−1 + hxi + xi−1 − 1, i = 2, 3, . . . , n− 1, h = 2.5
Fn(x) = xn−1 + hxn − 1.
Problem 5 (P5) [87]
F1(x) = x1 + exp(cos(hx1 + x2)),
Fi(x) = xi + exp(cos(hxi−1 + xi + xi+1)), for i = 2, 3, . . . , n− 1, h = 1

n+1
Fn(x) = xn + exp(cos(hxn−1 + xn))
Problem 6 (P6) [87]
F1(x) = 2x1 + sin(x)− 1,
Fi(x) = −2xi−1 + 2xi + 2 sin(xi)− 1, for i = 2, 3, . . . , n− 1, h = 2.5
Fn(x) = −2xn + sin(xn)− 1.
Problem 7 (P7) [87]
F1(x) = 3x3

1 + x2 − 5 + sin(x1 − x2) sin(x1 + x2),
Fi(x) =3x3

i + 2xi+1− 5 sin(xi − xi+1) + 4xi−xi−1 exp(xi−1−xi)− 3, for i = 2, 3, . . . , n−1,
Fn(x) = −xn−1 exp(xn−1 − xn) + 4xn − 3.
Problem 8 (P8) [86]
F(xi) = xi − sin|xi − 1|, for i = 1, 2, . . . , n.
Problem 9 (P9) [86]
F(xi) = 2xi − sin|xi|, for i = 1, 2, . . . , n.

All tested methods are analyzed concerning three main computational aspects: num-
ber of iterations (iter), number of function evaluations (fval), and the CPU time (CPU).
Performances of analyzed models are investigated on nine listed problems, applied on
eight marked initial points, for five variables: 1000, 5000, 10,000, 50,000, 100,000.

According to obtained results, IGDN (29) and IGDN (34) have better performances in
comparison to the EMFD method from [8]. Both variants of IGDN algorithms outperform
the EMFD method in all considered performances. In the next Table 1 (IGDN-EMFD com-
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parisons), we display the best comparative analysis achievements of all methods regarding
three tested profiles: iter, fval, and CPU.

Table 1. IGDN-EMFD comparisons.

Methods (29) (34) (29) = (34) (29) = (34) = EMFD EMFD IGDN Total

iter 52 32 181 23 72 265
fval 52 33 180 24 71 265

CPU (sec) 214 141 0 0 5 355

The IGDN (29) variant gives the best results in 52 out of 360 cases, considering the
minimal number of iterations. Further, IGDN (34) has the lowest outcomes in 33 out of 230
cases. These variants have the same minimal number of iterations in total, 181 out of 360
cases. All tree models require equal minimal number of iterations in 23 out of 360 cases,
while the EMFD methods give the minimal number of iterations in 71 out of 360 cases.
Considering the needed number of iterations, IGDN variants reach the minimal values in
265 out of 360 cases, as stated in the column IGDN total.

Regarding the fval metric, the results are as follows: 52 out of 360 cases are in favor
to IGDN (29), 33 out of 360 with respect to IGDN (34), 180 out of 360 when both IGDN
variants have the same minimal fval, while in 24 out of 360 cases all three methods give
equal fval minimal values, and 71 out of 360 are in favor to the EMFD method. The total
minimal fval values achieved under the application of some IGDN variants are the same as
the total minimal iter numbers, i.e., 265 out of 360.

Concerning the CPU time, numerical outcomes are absolutely in favor of IGDN
variants, i.e., in 355 out of 360 cases, while the EMFD is faster only in 5 out of 360 outcomes.

Obtained numerical results justify better performance characteristics of the ADSSN
method, which is defined by Algorithm 3, compared to the EMFD method. Actually,
the ADSSN scheme outperforms the EMFD iteration regarding all analyzed metrics:
iter, fval, CPU time, and additionally with respect to the norm of the objective function.
The summary review of obtained numerical values is presented in Table 2 (ADSSN-
EMFD comparisons).

Table 2. IADSSN-EMFD comparisons.

Methods ADSSN EMFD ADSSN = EMFD

iter 282 55 23
fval 281 56 23

CPU (sec) 359 1 0

Results arranged in Table 2 confirm huge dominance of the ADSSN scheme in compar-
ison with the EMFD method. Considering the number of iterations, the ADSSN method
obtains 282 minimal values, while the EMFD wins in only 55 instances. Similar outcomes
are recorded regarding the fval profile. The most convincing results are achieved consider-
ing the CPU time metric, by which the ADSSN model outperforms the EMFD in 359 out
of 360 cases.

This section finishes with a graphical analysis of the performance features of the
considered methods. In the subsequent Figures 1–6, we display Dolan and Moré [88]
performance profiles of compared models in relation to tested metrics: iter, fval, and CPU.
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Figure 1. Performance profile of IGDN versus EMFD [8] with respect to iter.

Figure 2. Performance profile of IGDN versus EMFD [8] with respect to fval.

Figure 3. Performance profile of IGDN versus EMFD [8] with respect to CPU.

Figures 1–3 exhibit the clear superiority of IGDN (29) and IGDN (34) iterations
compared to corresponding EMFD iterations regarding the analyzed characteristics iter
(resp. fval, CPU time). Further, the theoretical equivalence between IGDN (29) and
IGDN (34) implies their identical responses on testing criteria iter and fval, represented in
Figures 1 and 2. However, Figure 3 demonstrates slightly better performances of IGDN (34)
with respect to IGDN (29), which implies that the updating rule (34) is slightly better
compared to (29) concerning the execution time. So, IGDN (34) is computationally the
most effective algorithm.

In the rest of this section, we compare ADSSN and EMFD.
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Figure 4. Performance profile of ADSSN versus EMFD [8] with respect to iter.

Figure 5. Performance profile of ADSSN versus EMFD [8] with respect to fval.

Figure 6. Performance profile of ADSSN versus EMFD [8] with respect to CPU.

Figures 4–6 exhibit clear superiority of ADSSN iterations compared to corresponding
EMFD iterations regarding all three analyzed performance profiles, iter, fval, and CPU.

5. Conclusions

The traditional gradient descent optimization schemes for solving SNE form a class
of methods termed the GDN class. A single step size parameter characterizes methods
belonging to that class. We aim to upgrade the traditional GDN iterates by introducing the
improved gradient descent iterations (IGDN), which include complex steplength values
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defined by several parameters. In this way, we justified the assumption that applying two
or more quantities in defining the composed step size parameters generally improves the
performance of an underlying iterative process.

Numerical results confirm the evident superiority of IGDN methods in comparison
with EMFD iterations from [8], which indicates the superiority of IGDN methods over
traditional GDN methods considering all three analyzed features: iter, fval, and CPU.
Confirmation of excellent performance of the presented models is also given through
graphically displayed Dolan and Moré’s performance profiles.

The problem of solving SNE by applying some efficient accelerated gradient optimiza-
tion models is of great interest to the optimization community. In that regard, the question
of further upgrading IGDN, ADDN, and ADSSN type of methods is still open.

One possibility for further research is proper exploitation of the results presented
in Theorems 1–2 in defining proper updates of the scaling parameter γk. In addition, it
will be interesting to examine and exploit similar results in solving classical nonlinear
optimization problems.
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61. Petrović, M.J.; Stanimirović, P.S. Accelerated Double Direction method for solving unconstrained optimization problems. Math.

Probl. Eng. 2014, 2014, 965104. [CrossRef]
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