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INTRODUCTION 
Due to the accelerated growth of data volumes, the need for modern 

means and systems for collecting, storing and processing data arrays is also 
growing; as a result, their diversity is increasing. The increasing use of 
large-dimensional data sets stimulates an increased interest in the devel-
opment and application of methods and tools for processing and analyzing 
these data sets. One of the promising areas is cluster analysis. It helps to 
group objects into homogeneous groups (clusters), and solving the problem 
of automatic grouping (clustering) comes down to developing an algorithm 
that can detect these groups without using pre-marked data. 

There exist production problems of automatic objects grouping that 
must be solved relatively quickly, and the result must be such that it would 
be difficult to improve it applying the known methods without a significant 
increase in time. 

The analysis of the existing problems concerns the application of 
methods for automatic objects grouping. They are the subject to high re-
quirements for the accuracy and stability of the result, shows a lack of al-
gorithms capable of producing results in a fixed time that would be diffi-
cult to improve by the known methods, and which would ensure the stabil-
ity of the results with multiple runs of the algorithm. Moreover, the known 
algorithms (for example, a greedy heuristic method) require significant 
computational costs. The study is aimed at the development of improved 
algorithms for automatic grouping problems, which impose high require-
ments on accuracy and stability result taking into account a certain deficit 
of automatic grouping methods that are compromise in the quality of the 
result and the computation time (the quality means the accuracy, i.e., the 
closeness of the objective function value to the global optimum). 

Currently, there exist tasks of automatic grouping (clustering) in any 
discipline that involves multivariate data analysis. There are many different 
methods and algorithms for automatic grouping. The most famous model 
of cluster analysis is a k-means model, which was proposed by Steinhaus 
(1957). At the same time, Lloyd developed and compiled the algorithm 
(although the work was published only in 1982). Since then, the k-means 
algorithm, its improvement, modification and combination with other algo-
rithms, has become the topic of some researchers. 
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First of all, it is necessary to highlight B. Duran, P. Odell, I. Mandel, 
J. McQueen among the scientists who were developing automatic grouping 
of objects. Models of automatic grouping often have similarities with the 
models of the theory of object placement, and sometimes even identical to 
them; therefore, they were often considered jointly by scientists. A signifi-
cant contribution to this research was made by Dresner C., Hamakher H., 
Brimberg D., Mladenovich N. (location problems), Vesolovsky V. (a wide 
range of problems), Hakimi S. (problems on a network), Lov R. (continu-
ous problems with different metrics). In the USSR, Khachaturov V.R. and 
Cherenin V.P. investigated the issue of the location of enterprises. At the 
Institute of Mathematics named after S.L. Sobolev of SB RAS works of 
E.Kh. Gimadi, V.L. Beresnev, A.A. Kolokolov, and later Yu.A. Kochetov, 
A.V. Eremeev, G.G. Zabudsky, T.V. Levanova and others in the develop-
ment of models of standardization and unification laid the foundation for 
the development of the software and mathematical tools for solving prob-
lems of automatic grouping and the theory of object location. 

The search method with alternating neighborhoods, developed by N. 
Mladenovich and P. Hansen, became a popular method for solving discrete 
optimization problems (which is reflected in the works of Yu.A. Kochetov, 
F.G. Lopez, J. Brimbern, T.V. Levanova, Alekseeva E.V. and others), 
which allows finding good suboptimal solutions to rather large problems of 
automatic grouping. 

Kazakovtsev L.A. and Antamoshkin A.N. proposed the application 
of algorithms with a greedy heuristic procedure and their advantage over 
the considered classical algorithms of automatic grouping (k-means, PAM, 
j-means, etc.) for multidimensional data is shown (2014). The method is an 
extended approach for constructing pseudo-Boolean optimization and clus-
tering procedures. The greedy heuristic method uses evolutionary algo-
rithms as one of the possible ways to organize a global search, including 
the approaches of the Krasnoyarsk school of evolutionary algorithms. 

This work is devoted to solving the problem of developing and 
studying automatic grouping algorithms with the increased requirements 
for the accuracy and stability of the result with the combined use of search 
algorithms with alternating randomized neighborhoods and greedy heuris-
tic algorithms for automatic grouping, including for massively parallel sys-
tems. 
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The main idea of this study is the combined application of alternating 
neighborhood search methods and greedy heuristics for automatic grouping 
problems, including the development of new algorithms for the greedy 
heuristic method using search algorithms with alternating randomized 
neighborhoods. 

The object of the research is problems of automatic grouping of mul-
tidimensional data; the subject of the research is algorithms for solving 
these problems. 

The aim of the study is to improve the efficiency of systems for au-
tomatic objects grouping. These systems are subject to high requirements 
for the accuracy and stability of the result (improving the achieved value of 
the objective function for a given time). 

Tasks to be solved in the process of achieving the stated goal: 
1. Analysis of the existing problems when applying the methods of 

automatic grouping of objects, which are the subject to high requirements 
for the accuracy and stability of the result. 

2. Development of new search algorithms with alternating random-
ized neighborhoods and greedy heuristic procedures for the k-means prob-
lem. 

3. Development of new search algorithms with alternating random-
ized neighborhoods and greedy heuristic procedures for the k-medoid 
problem. 

4. Development of a combined algorithm based on the classification 
EM-algorithm (CEM - Classification Expectation Maximization) applying 
the search with alternating randomized neighborhoods and greedy heuristic 
procedures. 

5. Implementation of greedy heuristic method algorithms for auto-
matic grouping problems for massively parallel systems. 

6. Development of a procedure for compiling ensembles of algo-
rithms for automatic grouping, which makes it possible to increase the ac-
curacy of separation (i.e., to reduce errors) of a prefabricated batch of in-
dustrial products into homogeneous batches of industrial products applying 
non-destructive test data. 

Methods of system analysis, operations research, optimization theo-
ry, parallel computing were applied to solve the set tasks. 
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As a result of the research: 
1. A new approach to the development of automatic grouping algo-

rithms based on parametric optimization models with the combined use of 
search algorithms with alternating randomized neighborhoods and greedy 
agglomerative heuristic procedures is proposed. It is shown that the appli-
cation of this approach makes it possible to create efficient algorithms for 
automatic grouping (according to the achieved value of the objective func-
tion in a fixed time), based on various optimization models. 

2. New search algorithms with alternating randomized neighbor-
hoods have been developed for k-means, k-medoid, clear clustering prob-
lems based on the separation of a mixture of probability distributions (us-
ing the classification EM-algorithm) applying a new approach. The study 
presents new algorithms that help obtaining a more accurate and stable re-
sult (in terms of the achieved value of the objective function) in compari-
son with the known algorithms for automatic grouping in a fixed time to 
apply algorithms in an interactive mode of decision making for practical 
problems. 

3. Parallel modifications of algorithms with a greedy agglomerative 
heuristic procedure for large automatic grouping problems, adapted to the 
CUDA architecture, are proposed. It was found that the parallel implemen-
tation of the local search algorithm, as well as individual steps of the 
greedy agglomerative heuristic procedure, makes it possible to build an au-
tomatic grouping algorithm with a high acceleration factor, which reduces 
the computation time by tens of times without deteriorating the achieved 
value of the objective function. 

4. A procedure for composing optimal ensembles of automatic 
grouping algorithms with the combined application of the genetic algo-
rithm of the greedy heuristic method and a consistent matrix of binary par-
titions for practical problems is proposed. It was found that the accuracy of 
dividing a prefabricated batch of industrial products with special quality 
requirements into homogeneous lots, performed using the obtained ensem-
bles, is higher than the average percentage of the results of separation ac-
curacy using individual algorithms selected for compiling an ensemble on 
a set of test tasks. 

The theoretical significance of the research results is in the develop-
ment of a new approach to the creation of automatic grouping algorithms 
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based on parametric optimization models, with the combined use of search 
algorithms with alternating randomized neighborhoods and greedy ag-
glomerative heuristic procedures, developing a method of greedy heuris-
tics, as well as procedures for composing optimal ensembles clustering al-
gorithms. 

The practical value of the new approach to solving problems of au-
tomatic grouping with increased requirements for the accuracy and stabil-
ity of the result is due to a wide range of areas of their application in the 
tasks of cluster analysis, including directly in practical problems in produc-
tion, where it is required to ensure high accuracy of dividing production 
batches of industrial products into homogeneous batches based on test re-
sults. 

The software implementation of new algorithms and the procedure 
for compiling optimal ensembles of automatic grouping algorithms was 
built into the production process of testing the electronic component base 
of spacecraft at ITC-NPO PM JSC (Zheleznogorsk). It made it possible to 
ensure high separation accuracy into homogeneous batches of industrial 
products, reduce the calculation time and requirements for computing re-
sources, as well as provide the ability to make decisions about the selection 
of product samples from each homogeneous batch for destructive analysis 
in an interactive mode. 
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Chapter 1. OVERVIEW OF MODERN CLUSTERING METHODS 
WITH INCREASED REQUIREMENTS  

FOR THE ACCURACY AND STABILITY OF THE RESULT 
The chapter is devoted to the analysis of the current state and 

development of methods and problems of automatic grouping in 
conjunction with the problems of location theory. The problems arising 
when solving problems of automatic grouping of objects with the increased 
requirements for the accuracy and stability of the result are indicated. 
 
1.1. General statement of clustering problems and fields of application 

The modern rapid development of technologies for the automatic da-
ta collection, information transmission and storage, data mining, as well as 
technological growth in many industries have led to the emergence of great 
arrays of multidimensional data. 

A lot of the data arrays have already been stored in digital form or 
they are being digitized intensively. At the same time, the volume and 
quality of modern tools and solutions, including systems for data collect-
ing, storing and processing, is increasing. As a result, the need for their 
qualitative analysis and reliable conclusions for making effective manage-
ment decisions is also increasing. So, it requires new achievements in the 
methods of the information perception, automatic processing and generali-
zation [1, 2]. 

Currently, there exist some statistical methods for data analysis such 
as factor analysis, multivariate scaling, cluster analysis, regression, regres-
sion analysis, analysis of variance, discriminant analysis, correlation analy-
sis [2-4]. 

As a rule [5], researchers distinguish the following two large classes 
of problems in data analysis: 

1. Classification (supervised learning). They have a training sample, 
where data must be assigned to one or another predetermined class. 

2. Clustering (unsupervised learning). A particular group (cluster) the 
data belong to is not known in advance, and very often the number of 
groups is not known as well. 

In both cases, objects are divided into homogeneous groups, only the 
division into clusters is much more complicated. As a rule, clustering is 
understood as automatic grouping. 
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The purpose of automatic data grouping is to select such 
homogeneous subsets (natural groupings of objects) in the original 
multidimensional data so that objects within groups are to be "similar" to 
each other, and objects from different groups are not to be similar 
according to their parameters or characteristics [6]. 

Cluster analysis is one of the most promising areas in intensive data 
analytics [7]. For the first time, a term "cluster analysis" (English cluster 
means a bunch, bundle), according to most scientists, was proposed by the 
mathematician R. Trion [8]. The scope of cluster analysis is very wide. It is 
used in some disciplines such as archeology, medicine, psychology, chem-
istry, biology, government, philology, anthropology, geology, and others. 

The problem of automatic grouping is formulated as follows. There 
are N objects; find k groups there (i.e., divide N objects into k disjoint 
subsets) in such a way that, based on some measure of similarity, objects 
belonging to the same group, were similar (had similar parameter values), 
and objects belonging to different groups would differ in the parameter 
values. This is a hard clustering problem. 

The peculiarity of fuzzy clustering problem is that the partition of N 
objects to each of the k groups will be performed with a certain conditional 
probability. 

This problem formulation for automatic grouping in this form leaves 
at least two problems unresolved, i.e., how to determine the total number 
of groups of objects k, and what measure of similarity/difference of objects 
to apply. 

Groups can differ in size, shape and density when using the metric 
definition of similarity (the distance in a certain space of numerical 
attributes between objects). The noise presence in data makes it much more 
difficult to find groups. 

The solution to the problem of automatic grouping is ambiguous for 
the following reasons [9]: 

– number of groups is generally not known in advance; 
– there is no best criterion for the quality of automatic grouping 

(without using pre-labeled data), and therefore, the partitioning may differ 
from case to case; 
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– if a problem statement includes a measure of difference, i.e., the 
distance between objects, then the result depends on the chosen metric or 
measure of a distance. 

Assume that objects or data items are represented by points in some 
space of characteristics. Then an ideal group can be defined as a series of 
points that is isolated and compact. In fact, a group is an entity, the 
perception of which is often subjective and its definition may also require 
knowledge in the relevant field. In practical problems, the number of data 
measurements can be very large, for example, in the applied problem of 
grouping electrical radio products, which is given as an example in this 
chapter, the dimension of data can vary from several tens to thousands of 
measurements [10, 11]. 

In almost any discipline that involves multidimensional data analysis, 
there are clustering problems. It is difficult even to list the numerous scien-
tific fields in which automatic grouping methods are used, as well as the 
many different methods and algorithms that exist. 

The examples of automatic grouping tasks are document 
categorization to provide quick access and search [12-15], image 
segmentation (in computer vision) [16-19], problems of handwritten [20] 
and printed [21] text recognition, grouping of potential service customers 
points by geographic/geometric proximity for efficient service organization 
[22], biological tasks [23, 24], work with groups of customers (consumers) 
in CRM systems [25, 26]. 

The problem solution of the automatic objects grouping in the most 
common formulations, as already mentioned, presupposes the presence of 
a certain measure of similarity, or vice versa, a measure of difference, 
which, in fact, is the distance between objects in some discrete or 
continuous space of characteristics. For example, the reciprocal can be the 
measure of similarity. 
 

1.2. Location theory and clustering problems 
The automatic grouping problem in its most frequently applied defi-

nition, as a rule, operates with the locations of some points (objects) in 
space and distances between them, its connection with the problems of the 
location theory is traced. They are most often defined by scientists as prob-
lems; their main parameters are locations of some objects in space and a 
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distance between them [27-30]. The relationship between the location theo-
ry and the problems of clustering has developed quite a long time ago [31-
34], originating in the framework of economic theory [35]. 

Location problems are widely used both directly [27, 36-39] e.g., (in 
architecture, urban development, transportation, etc.) and indirectly (e.g., 
in standardization) [40-42]. In the USSR, starting from the 1960s, (for 
example, at the S.L. Sobolev Institute of Mathematics), location problems 
were formulated to determine the optimal composition of technical 
systems, optimal range of products. They were not formally directly related 
to location in the geometric sense [43 -45]. Subsequently, when the 
connection between these two directions of research was revealed, the 
focus of attention of scientists gradually shifted towards the location 
problems. 

Location problems can be classified according to the dependence of 
the objective function on distances between new and existing objects: con-
tinuous (if the object can be placed at any point in space), discrete (if a lo-
cation is possible only at certain points), problems on the network are also 
distinguished [46]. 

Clustering models often have similarities with models of the object 
location theory, and sometimes even identical to them, therefore, they were 
often considered by researchers together. The parallel development of the 
location theory and cluster analysis gave the same or very similar methods. 
For example, one of the most widespread algorithms in location theory is 
the ALA (Alternating Location-Allocation) procedure for solving the p-
median problem [47] and the k-means procedure [48] (a rather widespread 
algorithm in cluster analysis) are built according to the same scheme. 

Fermat's problem is probably the simplest problem of the location 
theory, i.e., find a new point for the given three points when a sum of 
distances to the known points will be minimal [49, 50, 51]. T. Heinen, F. 
Simpson and others also were dealing with this problem. 

Later A. Weber developed Fermat's problem. A new problem requires 
finding the minimum point of the sum of distances already for an arbitrary 
number of the known points. Point weights have been added to the 
problem. The study was devoted to the influence of main factors of 
production on the location of enterprises in order to minimize costs [52]. 
This problem, called the Weber (Fermat-Weber) problem, the 1-median 



16 

problem [53], or the Steiner problem, served as the starting point for the 
development of the location theory. 

The procedure for solving the Weber problem is included into some 
methods for solving clustering problems (it is their integral part), in partic-
ular, methods based on greedy agglomerative heuristic algorithms, combi-
nations with which are used for research in this work. A. Weissfeld in his 
work [54] proved the theorem formulated by Sturm [55] and defined a se-
quence that would converge to the optimal solution of the Weber problem, 
which was essentially a version of the gradient descent algorithm [56]. 
This algorithm, in its more perfect variation [57], is still widely used to 
solve location problems. S.L. Hakimi determined the possibility of discre-
tizing the continuous Weber problem [58, 59]. Note that in the case of us-
ing the square of the Euclidean distance as a measure of distance, the We-
ber problem is solved in an elementary way [28]: a solution is a point 
whose coordinates are the averaged values of the coordinates of known 
points. This circumstance explains the popularity of the k-means algo-
rithm, which uses exactly the square of the Euclidean distance. 

Clustering and location problems are traditionally formulated by 
Russian (formerly Soviet) scientists in interrupted space and on networks 
by linear and integer linear programming problems [60]. The NP-
complexity of most these problems have been proved, but despite this, a 
large arsenal of efficient solution methods has been developed for them, 
most of which can be classified as hard methods [40, 41, 44, 61, 62–65]. 

In the former USSR V.R. Khachaturov and V.P Cherenin studied the 
issue of enterprises location [66-69]. At the Institute of Mathematics 
named after S.L. Sobolev of SB RAS works by E.Kh. Gimadi, V.L. 
Beresnev, A.A. Kolokolov, and later Yu.A. Kochetov, A.V. Eremeev, G.G. 
Zabudsky, T.V. Levanova. [30, 40-43, 61, 70-72] and others in the devel-
opment of models of standardization and unification were a theoretical ba-
sis for the development of algorithmic and mathematical apparatus for 
solving problems of automatic grouping and the theory of objects location. 

If we consider automatic grouping algorithms, local search is imple-
mented there by sequentially improving a previously known intermediate 
result, and therefore the dependence of the result of the algorithms on the 
selected initial solution is observed. Since the search for the next solution 
is not necessarily carried out in the neighborhood of the previous one, such 



17 

algorithms in the strict sense cannot be classified as optimization methods 
of local search. It is possible to organize work in the multiple start (multi-
start) modes of these methods with randomized procedures for choosing 
initial solutions [73, 74] or more complex approaches [4]. Also, there exist 
approaches based on ideas from living nature, i.e., genetic and other evolu-
tionary algorithms [75, 76], neural networks [77], as well as methods for 
simulating annealing [78], etc. 

A lot of varieties of the genetic algorithm are characterized by the 
fact that they often receive a solution in the form of a global optimum (alt-
hough the task of checking the found optimum for globality is in turn also 
a difficult task), while classical methods of local search easily find the ac-
tual local optima of the problem [43]. 

Alp O., Erkut E. and Dresner C. proposed a genetic algorithm that 
applies a special recombination (crossing over) procedure, i.e., a greedy 
(agglomerative) heuristic procedure [79]. Under a heuristic algorithm or 
procedure, called in the literature "heuristics", we mean an algorithm that 
does not have a rigorous justification, but it gives an acceptable solution to 
the problem for most practical cases. The paper [79] proposes an algorithm 
for solving the p-median problem on a network. Instead of rearranging the 
sequences that represent the parent "individuals", this heuristic combines 
the parental sets of host indexes [80, 81], selected as the centers of the 
groups, i.e., a child solution contains more centers than is required by the 
conditions of the problem. Further, there is a sequential removal of unnec-
essary centers (that element of the solution, the removal of which gives the 
smallest increase in the objective function) until a feasible solution is 
reached. 

Evolutionary algorithms (including genetic ones) apply principles 
and terminology associated with natural evolution. The advantage of these 
algorithms over classical ones was investigated experimentally [82]. But 
evolutionary and genetic algorithms only determine the general scheme for 
organizing the search. 

The implementation of the search scheme in the genetic algorithm 
depends on the choice of selection procedures, mutation, and especially 
crossing over that was originally conceived as a simple randomized proce-
dure [83]. Later, the crossover procedure (recombination, crossing) was 
implemented in the form of sometimes very complex algorithms for specif-
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ic optimization problems [84]. In the course of solving some NP-hard 
problems [85, 86], the efficiency of approaches was proved, in which ran-
domized recombination procedures (crossing) are replaced by recombina-
tion methods optimized for specific problems. Thus, a choice of the cross-
ing procedure is very important, although a choice of the optimal proce-
dure can be as difficult as finding the best solution to the optimization 
problem (the best value of the objective function in a limited time). 
 

1.3. Main methods of cluster analysis 
Modern methods of cluster analysis offer a wide range of tools for 

identifying groups of different aggregate parameters. The k-means method 
is the most common among these methods [2, 4, 6]. The k-means algo-
rithm itself is a local optimization algorithm, and its result depends on the 
selection of initial values (averaged parameters of centers or centroids of 
groups, i.e., clusters). At the same time, the method for identifying groups 
of objects with different parameters should give reproducible results. 

The k-mean problem, along with a very similar p-mean problem, is 
one of the classical problems in location theory [28]. The k-means task is 
to find such k centers of clusters X1…Xk in d-dimensional space so that the 
sum of the squared distances from them to the given points Ai (A1,…,AN) is 
minimal: 

2

1 },1{1 min),...,(minarg ij
N

i kjk AXXXF ,   (1.1) 

The most widely spread method for solving the k-means problem is 
the k-means algorithm of the same name, also called the Alternating Loca-
tion-Allocation (ALA) procedure. It is a simple and fast algorithm that can 
be applied to many automatic grouping and placement problems. The algo-
rithm includes only two steps, alternating in the course of operating, i.e., 
splitting into groups or clusters (an object belongs to the group whose cen-
ter is the closest one to it) and recalculation of the centers of the groups. 
The algorithm sequentially improves the known solution, making it possi-
ble to find the local minimum (1.1). 

The algorithm has limitations. At the beginning of the solution, it is 
necessary to specify the number of groups k the objects are divided into; 
the result strongly depends on the initial solution, as a rule, selected ran-
domly. 
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Algorithm 1.1 K-means algorithm 
Given: data vectors A1...AN, k initial cluster centers X1...Xk 
fulfill out 
1: Build a cluster Ci of data vectors for each center Xi so that for each data 
vector its center is the nearest. 
2: Calculate a new Xi center value for each cluster. 
while steps 1-2 lead to any changes. 
 

The idea of a k-means algorithm was proposed by Steinhaus [87] in 
1956. The algorithm itself was developed by Lloyd [48, 88]. Since then, 
the k-means algorithm (Lloyd's algorithm), its improvement, modification 
and combination with other algorithms have become a theme for investiga-
tions of some scientists. In the case of the classical k-means problem, clus-
ter centers are usually called centroids. 

Alsabti et al. [89] proposed an efficient clustering method applying a 
pattern in a k-dimensional tree. Nigam et al. [90] presented an algorithm 
applying tagged and untagged documents based on a classifier. Kanungo et 
al. [91] described the use of k-means as a filtering algorithm. Chung [92] 
presented a generalized k-means algorithm that gives correct clustering re-
sults without a known number of clusters. Xiaoli et al. [93] proposed an al-
gorithm based on k-means and working not with the entire data space, but 
only with representative points selected using sampling. Xiong et al. [94] 
investigated the effect of data distribution on the k-means algorithm. They 
studied measures of k-means and clustering in terms of data distribution. In 
fact, their focus has been on characterizing the relationship between data 
distribution and k-means clustering in addition to the measure of entropy 
and measure of accuracy. 

Zhang et al. [95] proposed a simple and effective methodology for 
classifying NBA (National Basketball Association) defenders based on the 
k-means algorithm and Euclidean distances as a measure of difference. 
Wang et al. [96] presented an improved k-means algorithm that filters 
noise in clustering and overcomes the disadvantages of the original meth-
od. The original algorithm has built-in steps for analyzing and processing 
noisy data based on density determination. Singh et al. [97] describe a 
modified k-means algorithm based on the sensitivity of the initial cluster 
centers. This algorithm divides the space into segments and calculates the 
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frequency of the points in each segment. A segment with the highest point 
frequency contains the cluster center with the highest probability. The pa-
per by Shi Na et al. [98] describes a k-means algorithm improved by steps 
that preserve the distance information obtained in previous iterations and 
save computation time. A similar approach was used by Rani [99]. 

An important part of the k-means algorithm is the selection of start-
ing centers for the algorithm to work, which is often the topic of additional 
studies. Busare and Bansod [100] describe a k-means algorithm combined 
with an improved pillar algorithm. The pillar algorithm is efficient for se-
lecting starting centers, but has outlier problems leading to reduced per-
formance. It is possible to solve this problem improving the algorithm. The 
problem of selecting initial centers was also dealt with by Kaur et al. in 
[101]. In [102] Shunye Wang et al. applied a difference matrix constructed 
using the Huffman tree to select the initial centers. Mahmoud et al. [103], 
in the case of weighted multivariate data, applied a heuristic method to se-
lect the starting centers, which includes calculating the average and sorting 
by merge. Abdul Nazir and Sebastian in their work [104] described an im-
proved k-means algorithm, which includes special methods for determin-
ing the initial centers and binding points to clusters. 

When we are speaking about the k-means problem and its solution, it 
is necessary to mention also the j-means algorithm developed by Hansen 
and Mladenovic [105], and considered one of the most efficient and accu-
rate algorithms for this problem, as well as for the p-median problem. The 
algorithm replaces the centers with one (the best in terms of the objective 
function) from the data vectors and then continues the search using stand-
ard k-means. 

An algorithm for the k-medoid problem, Partitioning Around Me-
doids (PAM), was proposed by Leonard Kaufman and Peter J. Rousseeuw 
[106]. It is similar to the k-means algorithm. Both algorithms operate by 
trying to minimize error, but PAM works with medoids, which are objects 
that are part of the original set and represent the group they are included in, 
and k-means works with centroids, artificially created objects that repre-
sent cluster. The PAM algorithm divides a set of N objects into k clusters 
(N and k are the algorithm inputs). The algorithm works with a distance 
matrix, its goal is to minimize the distance between representatives of each 
cluster and its members. 
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The PAM procedure consists of two phases, BUILD and SWAP: 
1. BUILD. Primary grouping is performed, during which k objects 

are consequently selected as medoids. 
2. SWAP is an iterative process that attempts to improve multiple 

medoids. The algorithm searches for a pair of objects (medoid, non-
medoid) that minimize the target function during replacement, and then 
update the set of medoids. 

At each iteration of the algorithm, a pair is selected (medoid, non-
medoid) such that replacing the medoid with a non-medoid gives the best 
possible clustering. Clustering is estimated using the objective function 
calculated as the sum of the distances from each object to the nearest me-
doid. A procedure for changing a set of medoids is repeated as long as it is 
possible to improve the value of the objective function. 
Algorithm 1.2 PAM procedure 
Build phase: 

1. Select k objects as medoid. 
2. Build a distance matrix, if not specified. 
3. Assign each object to the nearest medoid. 

Swap phase: 
4. Find objects that reduce the total distance for each cluster and if 

there are such objects, select those objects that reduce greatly, as a medoid. 
5. Return to step 3 if at least one medoid has changed, otherwise com-

plete the algorithm. 
 

Popular methods of automatic grouping include the Expectation 
Maximization algorithm (EM-algorithm means maximization of mathemat-
ical expectation) [107]. The main idea of the algorithm is to introduce arti-
ficially an auxiliary vector of hidden variables, which reduces a complex 
optimization problem to two steps: 

1. E-step is a sequence of iterations for recalculating hidden variables 
according to the current approximation of the parameter vector; 

2. M-step is likelihood maximization (for finding the next vector ap-
proximation). 

The clustering problem solved by the EM-algorithm is reduced to the 
problem of separating a mixture of probability distributions. General de-
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scription of the EM-algorithm (for separating a mixture of distributions) 
[107-109]: 
Algorithm 1.3 EM -algorithm 

Given: Sample (array) of N vectors of d-dimensional data     =, , … , , , = 1, , the estimated number of distributions in a mixture 
k. 

Step 1 (initialization). Select some initial values of distribution pa-
rameters. As a rule, as vectors of mathematical expectations  for the prob-
lem of separating a mixture of Gaussian distributions, the values of ran-
domly selected data vectors are chosen, and the values of variances (or co-
variance matrices) are set the same for all distributions and are calculated 
for the entire sample, or unit matrices are taken as covariance matrices 
(similarly, for exponential or Laplace distributions, a parameter  is calcu-
lated over the entire sample X1,…,XN). 

Set values of the prior probabilities of each distribution to be equal 
for all distributions    = 1/ , = 1, . 

Step 2 (E-step - classification / clustering). 
With fuzzy clustering, for each distribution j and for each data vector 

i, the posterior probability is calculated that the i-th data vector belongs to 

the j-th distribution: , = ( ) = 1, , = 1, . Here ( | )  

is the density of the j-th distribution at the point  . 
Step 3 (M-step is modification of distribution parameters). 
3.1. Recalculate the values of prior probabilities: = , = 1, . 
3.2. Recalculate parameters’ evaluations of each of the distributions 

taking into account the posterior probability that a particular i-th data vec-
tor is included in the j-th cluster with the probability gi,j. For example, the 
vector of mean values = ( , , … , , ) for each cluster is calculated by 
the formula: 

, = 1 , , , = 1 , ,    = 1, , = 1, . 
Similarly, evaluations of standard deviations are calculated as fol-

lows: 
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, = 1 , ( , , ) , = 1 ( , , ) ,    = 1, , = 1, . 
Here ,  is a standard deviation in the l-th dimension in the j-th dis-

tribution (cluster). 
Applying a multivariate Gaussian distribution with a full covariance 

matrix, we have: ( )
= ( ) = ,                             ( ) ,                        … ( ) ,( ) , ( ) = ( ) , … ( ) ,( ) , ( ) , … ( ) = ( ) ,

 

Its elements are also calculated taking into account posterior proba-
bilities: ( ) , = ( ) , = , , , , , .  

4. Calculate the value of the objective function, the logarithmic likelihood 
function: ( , … , ,    )

=  ( ( | ))  

5. Check stop conditions, then go to Step 2. 
 

The following conditions are used as stop conditions: 
) reaching the limit on the number of ITER iterations; 

B) reaching the limit time of the algorithm tmax; 
C) No change in the value of the objective logarithmic likelihood 

function. 
Note that the result of the EM algorithm is the probability matrix , , 

each element of which means the probability that the i-th object belongs to 
the j-th cluster (i.e., generated by the j-th distribution). 

Classification Expectation Maximization (CEM) [108, 110] is a mod-
ification of the EM algorithm works on the principle of a clear classifier of 
sample data. In this case, each object belongs to a single cluster. The CEM 
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algorithm almost coincides with another modification, SEM (Stochastic 
EM) [111, 112, 113], only the first one at each step introduces a determin-
istic rule that the data refer to only one cluster for which the maximum 
posterior probability was calculated. Thus, the CEM algorithm, in contrast 
to EM, solves the problem of clear clustering. 

As it was noted in the previous section, the connection between au-
tomatic grouping problems and location theory problems is obvious. 
Moreover, the most popular algorithms for solving such problems as k-
means, k-medoid and EM-algorithm are similar in structure. Each of them 
contains two alternating steps. In all these problems, objective functions 
have the property of being multi-extremal. The generality of the properties 
of such models and the corresponding algorithms gives a reasonable hope 
that similar methods of increasing the accuracy and stability of the ob-
tained results of solving problems will be effective. 

For further presentation in this study, each of the procedures, i.e., k-
means, k-medoid, and CEM will be denoted as a two-step local search al-
gorithm. Moreover, the k-means and k-medoid procedures themselves are, 
in fact, search algorithms with alternating neighborhoods. Further, when 
solving k-means problems, as a two-step local search algorithm, it will be 
implemented by Algorithm 1.1, respectively it will be implemented, for k-
medoid it will be implemented by Algorithm 1.2 and maximizing the like-
lihood function it will be implemented by the CEM-algorithm. 

The directed search for possible solutions in a relatively small subset 
of space is performed in the considered classical algorithms of automatic 
grouping (for example, k-means, k-medoid). It does not guarantee finding 
a strictly optimal solution when we apply various constraints (number, 
shape of the resulting groups, etc.). Despite the fact that there are a lot of 
methods for solving problems of automatic grouping based on classical 
models [114] that claim to find a globally optimal solution (practically in-
applicable to very large problems and do not guarantee an exact solution), 
nevertheless, the main direction of modern research is in the development 
of heuristic methods and algorithms that find suboptimal solutions, but at 
the same time close to the true optimum of the problem [115, 116]. Thus, 
the known algorithms do not show the best results, especially in a limited 
fixed time when solving problems of automatic grouping with increased 
requirements for the accuracy and stability of the result. 
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1.4. Example of a relevant clustering problem with increased 

requirements for the accuracy and stability of the result 
The relevance of solving problems of automatic grouping with the 

increased requirements for the accuracy and stability of the result is due to 
the range of their application, both in the tasks of cluster analysis and di-
rectly in practical problems in production where high accuracy of separa-
tion into homogeneous batches of industrial products is required. Consider 
one of the practical examples. 

Orlov V.I. and Sergeeva N.A. in [117] said: “A modern spacecraft is 
a complex electronic system, which, being in space for 10-15 years, must 
diagnose itself, check, make a decision within the assigned tasks and per-
form various functions assigned to it. Space is an aggressive medium with 
various destructive characteristics. Deep vacuum, large temperature differ-
ence, radiation, flows of charged particles, etc. are among them. The 
onboard equipment in space cannot be repaired. That is why it is called 
non-repairable, and, accordingly, the reliability of such equipment should 
be maximized. The required reliability level is ensured by various factors. 
The most important of them is the application of highly reliable electronic 
components. The spacecraft (SC) contains from 100 to 200 thousand elec-
tronic components (EC). They include microcircuits, transistors, diodes, 
capacitors, relays, quartz resonators, resistors, etc. Each year the overall 
dimensions of electronic components are getting smaller, and a degree of 
integration of microcircuits is getting higher. The dimensions of leadless 
resistors or capacitors reach 1–2 mm, and their weight is less than a gram. 
Integrated microcircuits of the processor type have the capabilities of a 
personal computer packed in a 5×5 cm case. The equipment of the space-
craft onboard equipment with a highly reliable EC is one of the main prob-
lems of the modern space industry. First of all, it is necessary to prevent 
low-grade counterfeit products that do not meet the requirements for the 
reliability from entering the equipment. For this problem solving, it is nec-
essary to ensure the purchase of electronic components from trusted sup-
pliers, as well as conducting incoming control (IC), additional screening 
tests (AST) and destructive physical analysis (DPA) of electronic compo-
nents. Individual component analysis is of the particular importance". 
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Unlike the United States of America and Western European coun-
tries, there are no specialized EC manufactures for the space industry in 
our country. Therefore, electronic, electrical, electromechanical parts (EEE 
parts) must be tested for use in spacecraft equipment. For this purpose, for 
many years in Russia there has been a principle of completing spacecraft 
equipment through specialized test technical centers [118, 119] with vari-
ous EEE tests (IC, AST, XRF and DNE - diagnostic nondestructive evalua-
tion). 

This approach immediately yielded real results. So, if the majority of 
the spacecrafts of JSC "ISS" (Zheleznogorsk) operated before 2000 had 
comments on the quality of functioning, starting from the first days or 
months of operation, then significant remarks to ERI for almost 20 years of 
operation on the spacecraft "Sesat" operated since April 2000. According 
to the opinion of the majority of experts, it happened due to the fact that for 
the first time in practice all 100 percent of the EEE parts of the Sesat 
spacecraft passed IC, DPA, DNE and XRF [119-121]. 

Various scientific papers [122-128] set forth, for example, the tasks 
of ensuring the radiation resistance of EEE parts. But they are based on the 
assumption that the radiation resistance of any electrical radio product 
from a production batch is known and, most importantly, the same. In 
practice, the characteristics of EEE parts (including radiation resistance) 
are different and they depend on different reasons [129] [119-121]. 

It is necessary to be sure that we are dealing with a batch of electrical 
radio products made from a single (homogeneous) batch of raw materials 
in order to extend the test results to the entire production batch of products. 
Therefore, the identification of homogeneous production batches from pre-
fabricated EEE parts batches should become one of the most important 
stages in testing. In practice, a lot of tests are carried out, from tens to sev-
eral thousand for each product; the results are tabulated and serve as data 
for the analysis. The procedure for separating the parameters should be 
regulated. The repeated calculation of the data should give the same or 
very close results. According to the information given above, a task is 
formed as follows: separation into homogeneous production batches based 
on test data (clustering). All data collected during deviation tests are ap-
plied. It means that clustering is performed in the space from tens to hun-
dreds of thousands of vectors [130]. 
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Modern methods of cluster analysis offer a wide range of tools for 
identifying groups of different aggregate parameters. At the same time, a 
method of identifying groups (clusters) of electrical radio products with 
different parameters should give reproducible results. The algorithms 
proposed in Chapters 2 and 3 help to increase the accuracy of automatic 
grouping methods to identify groups of electrical radio products of 
different parameters. 
 

1.5. Variable neighborhoods search method 
Local search methods have been further developed in metaheuristics 

(optimization methods that reuse simple rules or heuristics to achieve an 
optimal or suboptimal solution, characterized by greater stability) [131]. 
Consider the one, called Variable Neighborhoods Search (VNS), a popular 
method for solving discrete optimization problems by N. Mladenovich and 
P. Hansen. It helps to find good suboptimal solutions to fairly large prob-
lems of automatic grouping [132, 133, 134]. The main idea is to systemati-
cally change of the neighborhood type while the local search. 

There exist a lot of options for implementing the Variable Neighbor-
hood Search method for large-scale problems. The flexibility and high ef-
ficiency explain its competitiveness in solving NP-complexity problems. It 
is reflected in papers presented by Yu.A. Kochetov, F.G. Lopez, J. Brim-
bern, T.V. Levanova, E.V. Alekseeva and others, in particular, for solving 
problems of automatic grouping and location [30, 61, 70, 71, 135, 136], 
Weber's multiple problem [137], the p-median problem [72, 138] and many 
others. 

We denote the finite set of types of neighborhoods previously select-
ed for local search as Nk, k=1,..kmax. The proposed method with variable 
neighborhoods is based on the fact that a local minimum in one neighbor-
hood is not obligatory a local minimum in another neighborhood, while the 
global minimum is local in any neighborhood [139]. Moreover, on aver-
age, local minima are closer to the global than a randomly selected point, 
and they are located close to each other. This helps to narrow the search 
area for the global optimum applying the information about the already 
discovered local optima. This hypothesis underlies various crossover oper-
ators for genetic algorithms [140] and other approaches. 



28 

The implementation of the local Variable Neighborhood Search is 
possible in one of three ways, i.e., deterministic, probabilistic, or mixed, 
combining the two previous ones [139]. 

The Variable Neighborhoods Descent (VND) assumes a fixed order 
of changing neighborhoods and the search for a local minimum with re-
spect to each of them. The Reduced Local Descent with Variable Neigh-
borhoods (RVNS) differs from the previous VND method by a random se-
lection of points from the neighborhood Ok(x). A stage of finding the best 
point in the neighborhood is omitted. The RVNS algorithms are most pro-
ductive when solving problems of large dimensions. In this case the appli-
cation of the deterministic variant requires too much operating time for 
each iteration. 

The basic scheme of Variable Neighborhood Search (VNS) is a 
combination of the two previous variants (VND and RVNS) [133]. 
Algorithm 1.4 VNS (Variable Neighborhood Search) 

Step 1. Select the neighborhood Ok, k=1,…,kmax, and a starting point x. 
Step 2. Repeat until the stop criterion is fulfilled. 
2.1. k  
2.2. repeat until k kmax; 
2.2.1. select a point )(O' xx k  randomly; 
2.2.2. apply the local descent from the starting point x' without changing 

coordinates when x and x' coincide. Denote the obtained local optimum as 
x"; 

2.2.3. if F(x") < F(x), then we set x x'', k otherwise k  k + 1. 
 

The essence of the Variable Neighborhoods Search Algorithm [132] 
is that for some intermediate solution, a set of neighborhoods of this solu-
tion is determined. The next type of neighborhood is selected from this set. 
The corresponding local search algorithm is applied for its search. If this 
algorithm finds an improved solution, the intermediate solution is replaced 
by a new solution. The search continues in the same neighborhood. If the 
next local search algorithm could not improve the solution, a new search 
neighborhood is selected from a set of neighborhoods of the intermediate 
solution. 

The stop criterion can be the maximum computation time or the max-
imum number of iterations without changing the best-found solution. 
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When solving large-scale problems, the complexity of performing one iter-
ation becomes very large, and new approaches are required to develop effi-
cient methods of local search. 
 

1.6. Development of the greedy heuristics method for clustering 
problems 

The main distinguishing feature of greedy agglomerative heuristic 
methods is that, being methods of local search (consistently improving a 
known result) in a certain neighborhood of a known solution, they choose 
as the next solution the option that gives the greatest decrease in the value 
objective function (the largest increase in value is in the case of maximiza-
tion). 

The method of greedy heuristics was proposed by L.A. Kazakovtsev 
and Antamoshkin A.N. for automatic grouping problems on models of the 
location theory [141, 142]. Algorithms of this method obtain results for 
practical problems that are difficult to improve significantly by other 
methods in a comparable time. Despite the fact that the algorithms of the 
greedy heuristic method are mostly randomized; results they receive are 
quite stable, i.e., they give very similar results when one restarts a system.  
The main peculiarity of greedy agglomerative heuristic methods is that, be-
ing methods of local search (consistently improving a known result) in 
some neighborhood of a known solution, they choose as the next solution 
the option that gives the largest decrease in the value of the objective func-
tion (the largest increase in the value is in the case of maximization). 

The greedy heuristics method applies evolutionary algorithms as one 
of the possible ways to organize a global search, including the approaches 
of the Krasnoyarsk school of evolutionary algorithms headed by Semenkin 
E.S. [143-146]. 

The k-means and p-median problems, except for special cases, are 
NP complex. They require a global search. The problem is that the result 
depends on the choice of the initial cluster centers from the point of view 
of ensuring the reproducibility of the calculation results. 

A wide range of global search strategies can be applied. 
The greedy heuristics method can be represented as three nested 

loops for automatic grouping problems when dividing a set of objects into 
k groups (clusters): 
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1) A cycle that iterates some global search strategy generates inter-
mediate solutions represented by sets with cardinality greater than k. 

2) A greedy heuristic procedure is fulfilled. The local search algo-
rithms can be triggered; they lead intermediate solutions to feasible ones 
and at the same time they improve intermediate solutions. 

3) A local search cycle evaluates the consequences of excluding ele-
ments from an intermediate solution. 

Figure 1.1 presents a block diagram of the greedy heuristic method in 
its most general form [142]. 

 

 
Fig. 1.1. General scheme of the method of greedy heuristic algorithm 

 
The diagram in Figure 1.2 reflects the mutual compatibility of vari-

ous problem statements (discrete/continuous location problem or grouping, 
pseudo-Boolean monotone optimization problem), various global search 
strategies (MIVER/GA/multistart/deterministic methods), various auxiliary 
local search methods that are effective when the solution of a particular 
problem, as well as the used distance measures when they are applied as 
part of the greedy heuristic method [142]. 

START Initialize of the global search 

END

Generating an initial solution for greedy 
heuristics (e.g. combining solutions in GA)

Running the loc. search alg. 
with the initial solution, 

obtaining the value of OF

The analysis of the 
results of the OF, 
reduction of the 

solution’s set

The analysis of the 
result of GH, 

comparison with the 
best results of 

additional action (e.g. 
inclusion in the GA 

population or 
adaptation in MIVER)

Iterations of the global search strategy

Iterations of greedy heuristic procedures 
(performed until an acceptable solution is 

reached)

The cycle for each 
element of the solution
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The algorithm of the basic greedy agglomerative heuristic procedure 
is presented below: 
Algorithm 1.5  Basic Greedy Agglomerative Heuristic Procedure (Greedy) 
Given: the initial number of clusters K, the required number of clusters k 
<K, the initial solution S={X1,…,Xk}. 

1: Send the solution S to a two-step local search algorithm, 
get a new, improved solution S. 

while  
for each ' 1,i K  

2.1: '' \ iS S X . 
2.2: Send the solution S’ to a two-step local search algorithm, 

perform 1 to 3 iterations of the algorithm, save the obtained 
value (a value of the objective function) in ''iF . 

end of the cycle 
3: '' 1,

'' arg max ii k
i F . 

4: Get a solution '''' \ iS S X , improve it with a two-step local search algo-
rithm. 

end of the cycle 
 
The greedy agglomerative heuristic for k-means and similar prob-

lems includes two steps. Let there be two known (parent) solutions to the 
problem (the first of them, for example, is the best known), represented by 
the sets of cluster centers S. 

A new approach to the development of automatic grouping algo-
rithms is proposed, based on parametric optimization models, with the 
combined use of search algorithms with alternating randomized neighbor-
hoods and greedy agglomerative heuristic procedures outlined in Chapters 
2 and 3. It is applied to improve the accuracy of automatic grouping meth-
ods applying a greedy heuristic method for automatic grouping problems 
with increased requirements for the accuracy and stability of the result. 
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Fig. 1.2. Scheme of the component’s compatibility of the greedy heuristic 

method [142] 
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First, sets parent decisions are combined. We get an intermediate un-
acceptable (with an excessive number of clusters) solution (Figure 1.3). 

Then there is a sequential decrease in the number of centers. Each 
time, centers which removal gives the least significant deterioration in the 
value of the objective function, are cut off. 
 

 
Fig. 1.3. Principle of combining parents’ solution sets 

 
* * * 

The analysis of the scientific literature showed that the methods of 
automatic grouping of objects developed in many ways indipendently de-
spite the similarity with the methods of solving problems of the location 
theory. Popular algorithms for automatic grouping of objects are based 
mainly on local search heuristic methods and global search strategies. 

The selection of greedy agglomerative heuristic algorithms as a tool 
for local search is due to the fact that these methods help obtain high-
precision results. Although they require significant computational costs. 
These algorithms are deterministic procedures by themselves. That is why 
it is possible to obtain more stable results applying heuristic algorithms as 
a part of various global search strategies, including randomized ones. 
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The authors in this study set the task to develop improved algorithms 
for the greedy heuristic method for automatic grouping problems with the 
combined use of search algorithms with alternating randomized neighbor-
hoods, which are subject to high requirements for the accuracy and stabil-
ity of the result. It is necessary to take into account a certain deficit of au-
tomatic grouping methods that are compromise in the quality of the result 
and the computation time (by quality the authors mean accuracy, i.e., the 
proximity of the value of the objective function to the global optimum and 
stability and the proximity of the obtained values to each other with multi-
ple runs of the algorithm). 

The analysis of scientific works in this field gives reasonable hope 
that the proposed problem of developing new algorithms will find experi-
mental confirmation. Moreover, the potential inherent in the method of 
greedy heuristics will be fully realized. Chapters 2 and 3 are devoted to the 
development. 
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Chapter 2. ALGORITHMS APPLYING GREEDY 
AGGLOMERATIVE HEURISTIC PROCEDURES  

WITH ALTERNATING NEIGHBORHOOD FOR THE K-MEANES 
PROBLEM 

The chapter is devoted to the development of combined algorithms 
for the method of greedy heuristics for automatic grouping problems with 
increased requirements for the accuracy and stability of the result, with the 
joint application of search algorithms with alternating randomized neigh-
borhoods, as well as parallel greedy heuristic algorithms for automatic 
grouping for massively parallel systems in relation to the problem k- mean. 
 

2.1. Greedy agglomerative heuristics 
Algorithms of the greedy heuristic method, including modifications 

of the greedy agglomerative heuristic procedure as a part of various global 
search schemes, in combination with the conditions of their applicability to 
certain problems, are an effective method for solving optimization prob-
lems of automatic grouping, placement, as well as problems of pseudo-
Boolean optimization with a large volume of input data depending on the 
conditions and parameters of the problems to be solved [142]. The method 
of greedy heuristics itself consists in compiling an efficient combination of 
components when building an automated system. 

Figure 2.1 presents a block diagram of the components of the greedy 
heuristic method and the way it can be applied [142]. The vertical order of 
the components reflects the nesting of the algorithms. The diagram also 
demonstrates the applicability of local and global search tactics to different 
classes of problems. 

Moreover, to running a two-step local search algorithm, the most 
computationally demanding part of the greedy agglomerative heuristic, 
with a large number of clusters, is step 3, at which Algorithm 1.5 calculates 
the total distance after removing one cluster, i.e., ''iF  = F(S’), where 

'' \ iS S X . 
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Fig. 2.1. Components of the greedy heuristic method, their mutual compat-

ibility (solid lines) and applicability to problem classes (italic lines) 
 

The performance of Algorithm 1.5 with large volume of data neces-
sary for calculations becomes a problem, especially when it is possible to 
find the correct parameter k (a number of clusters) in practical problems 
only by performing several runs with a different number of clusters. Algo-
rithm 1.5 at step 2 starts to work more and more slowly (the algorithm re-
quires more and more iterations, and each iteration requires increasing 
computational resources) with an increase in the number of clusters. So, 
the authors made changes and implemented the removal of clusters not one 
at a time, but several at a time during one iteration. 
Algorithm 2.1 Basic greedy agglomerative heuristic for problems with a 
large number of clusters 
Given: the initial number of clusters K, the required number of clusters k 
<K, k> 50, the initial solution S, | S |=K.

1: Improve solution S with a two-step local search algorithm (if it is 
possible). 
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while  
for each ' 1,i K  

2: '' \ iS S X . Calculate ''iF =F(S’), where F(.). Is the value of the 
objective function (for example, (1.1) for the k-means problem). 

end of the cycle 
3. Set Selim from nelim centroids, Selim S, |Selim|=nelim with minimum 

values ''iF . Here, nelim=max{1, 0.2 (|S|-k)}. 
4: Get a new solution S=S\Selim, K=K-1, and improve it applying a 

two-step local search algorithm. 
end of the cycle 
 

The algorithm of the basic greedy agglomerative heuristic procedure 
formed the basis of three algorithms. Similar greedy agglomerative heuris-
tic procedures have been used as crossing over operators in evolutionary 
(genetic) algorithms of the greedy heuristic method [142, 147-149]. In the 
present study, these procedures form the neighborhoods used to modify the 
known solution when searching in the search algorithm with alternating 
neighborhoods. The proposed new heuristic procedures modify the known 
solution using the second known solution (Algorithms 1.5 and 2.1). 
Algorithm 2.2 Greedy Procedure 1 
Given: sets of cluster centers S’={X’1,…,X’k} and S’’={X’’1,…,X’’k} 

For each ' 1,i K  

1: Combine S’ with a set element S’’: '''' iXSS  
2: Run the basic greedy agglomerative heuristic (Algorithm 1.5 or 
2.1) with S as the initial solution. Save the obtained result (the ob-
tained set, as well as the value of the objective function). 
3: Return as the best solution obtained at step 2 a result (by the val-
ue of the objective function). 

end of the cycle 
 

A variant where the sets are partially combined is possible. Mean-
while, the first set is taken completely; and a random number of elements 
from the second set is selected at random [147, 150]. 
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Algorithm 2.3 Greedy Procedure 2 
Given: see Algorithm 2.2. 

1: Choose random )1;0['r . Assign r=[(k/2-2) r’2]+2. 
Here [.] is an integer part of the number. 

2: for i from 1 to k-r 
2.1: Generate a randomly selected subset S’’’ of elements of the set 

S’’ of cardinality r. Combine sets '.''' SSS   
2.2: Run a basic greedy agglomerative heuristic (Algorithm 1.5 or 

2.1) with these combined sets as the initial solution. 
end of the cycle 
3: Return the best result (based on the objective function value) from 

the solutions obtained at step 2.2. 
 

A simpler version of Algorithm 2.2 with complete union of the sets is 
presented below. 
 
Algorithm 2.4 Greedy Procedure 3 
Given: see Algorithm 2.2. 

1: Combine sets '.'' SSS  
2: Run the basic greedy agglomerative heuristic (Algorithm 1.5 or 2.1) 

with S as the initial solution. 
 

These algorithms can be applied as a part of various global search 
strategies, and as the neighborhoods in which the search for a solution is 
performed, sets of solutions are used, derivatives (“off-springs”) with re-
spect to the solution S’, formed by combining its elements with elements 
of some solution S’’and applying the basic greedy agglomerative heuristic 
procedure (Algorithm 1.5 or 2.1). 

The next section considers the application of approaches of the 
greedy heuristic method for automatic grouping problems with a combined 
application of search algorithms with alternating randomized neighbor-
hoods. 
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2.2. Principle of operation of combined search algorithms  
with alternating randomized neighborhoods for the k-means problem 

Figure 2.2 presents the basic scheme of the local search with alternat-
ing neighborhoods (Algorithm 1.4). 

Algorithms 2.2-2.4 can search in the vicinity of the known interme-
diate solution S’, where solutions belonging to the neighborhood are 
formed by adding elements of another solution S’’ and then removing the 
“extra” cluster centers by a greedy agglomerative heuristic procedure. 
Thus, the second solution S’’ is a parameter of the neighborhood chosen at 
random (randomized) [153]. 

The automatic grouping algorithm for the k-mean problem with the 
combined application of alternating randomized neighborhood search algo-
rithms and greedy agglomerative heuristic procedures can be described as 
follows: 
Algorithm 2.5 k-GH-VNS (Greedy Heuristic in the Variable Neighbor-
hood Search) for the k-means problem 

1: Get solution S by running Algorithm 1.1 from a randomly generated 
initial solution. 

2: O=Ostart is a search neighborhood number. 
3: i=0, j=0. 
while maxj j  

while maxi i  
4: if the STOP conditions are not met, then get the solution S’ 

by running Algorithm 1.1 from the random initial solution. 
repeat 

5: Depending on the value of O (the possible values are 1, 2 
or 3), run the Algorithm Greedy procedure 1, 2 or 3, re-
spectively, with the initial solutions S and S’. Thus, the 
neighborhood is determined by the method of including 
cluster centers from the second known solution and the 
neighborhood parameter, i.e., the second known solution. 
if the new solution is better than S, then write the new 

result to S, i=0, j=0. 
otherwise leave the loop. 

end of the cycle 
6: i=i+1. 
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end of the cycle 
7: i=0, j=j+1, O=O+1, if O>3, then O=1. 

end of the cycle 
 

In this algorithm imax is the number of unsuccessful searches in the 
neighborhood, and jmax is the number of unsuccessful switches of the 
neighborhoods. The values of these two parameters are important in the 
calculations. We used the values: imax=2k,  jmax=2.  

Computational experiments have shown that the Ostart parameter, 
which specifies the number of the neighborhood from which the search be-
gins, is especially important. Computational experiments were carried out 
with all its values. Depending on the value of the Ostart, parameter, the ver-
sions of the algorithms are designated k-GH-VNS1, k-GH-VNS2, k-GH-
VNS3. Note that the search algorithm can start from different neighbor-
hoods.  

The way to obtain the second solution S’ at step 4 is of great im-
portance. By default, the second solution contains the number of centers 
equal to the number of centers in the solution S. The authors also applied 
modifications of Algorithm 2.5 where the number of centers in the solution 
S’ is chosen randomly from the set |S|,2 , where |S| Is the number of cen-
ters in the solution S. In this case, the algorithms are called as k-GH-
VNS1-RND, k-GH-VNS2-RND, k-GH-VNS3-RND. 

Note that for k-means problems, the j-means procedure [154] is very 
effective, the scope of which is limited to rather small problems (the num-
ber of data vectors is usually less than 1000) [142]. The neighborhood of 
the current solution is determined by all possible replacements of the cen-
troid with an object with subsequent corresponding changes. The move-
ment is carried out in such surroundings until a local optimum is reached. 
This procedure is reduced to replacing the centers with one (the best from 
the point of view of the objective function) from the data vectors, followed 
by the continuation of the search using the standard k-means algorithm. 
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Fig. 2.2. Block diagram of the VNS algorithm 
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Algorithm 2.6  j-means 
Given: initial solution S, represented as a set of centers. 

cycle 
1: Pass the solution S to Algorithm 1.1 as an initial solution. 
2: if at Step 1 the value of the objective function has not improved, 

then STOP and return the solution S. 
3: Generate an array 1,I p , arrange the array elements in random 

order. These actions speed up the procedure. 
for all 'i I   

4.1: ', 'ii I f . 

4.2: })){}{\((minarg
},1{

'
ji

Nj
ASSFj , where S  is the i-th centroid 

in the solution, Aj is the j-th data vector. 
4.3: if )(})){}{\(( SFASSF ji , then }{}{\ ji ASSS  and complete  

end of the cycle 
end of the cycle 

 
For computational experiments, we applied combined versions of the 

k-GH-VNS and j-means algorithms, designating them as j-means-GH-VNS 
(Algorithm 2.7). It already contains not three values of the neighborhood 
number O (as in Algorithm 2.5), but four. If the value is 4, then run Algo-
rithm 2.6 (j-means) otherwise Algorithms 2.2-2.4. 
 
Algorithm 2.7  j-means-GH-VNS (combined k-GH-VNS algorithm with j-
means) 

1: Get solution S by running Algorithm 1.1 from a randomly generated 
initial solution. 

2: O=Ostart (by the number of the search area) 
3: i=0, j=0. 
while maxj j  

while maxi i  
4: if the STOP conditions are not met, then get the solution S’ 

by running Algorithm 1.1 from the random initial solution 
repeat 
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5: Depending on the value of O (the possible values are 1, 2, 
3 and 4), run Algorithm 2.2, 2.3, 2.4 or 2.6, respectively, 
with the initial solutions S and S’. Thus, the neighbor-
hood is determined by the method of including cluster 
centers from the second known solution and the neigh-
borhood parameter, i.e., the second known solution. 

if a new solution is better than S, then 
write the new result to S, i=0, j=0. S, i = 0, j = 0. 

otherwise leave the loop 
end of the cycle 
6: Increment i.  

  end of cycle 
7: i=0, j=j+1, O=O+1, if O>4, then O=1 

   end of the cycle 
 

The j-means algorithm is quite "hard" in terms of computations and 
can take a very long time to search for a solution with a large volume of 
data and a large number of clusters. This property is not so important on 
small datasets. It takes a lot of time and resources on large datasets. The j-
means-GH-VNS3 combination requires especially large computational re-
sources, where Greedy Procedure 3 (Algorithm 2.4) with full union of sets 
is applied. It requires the largest computational resources among the new 
procedures used to form search neighborhoods. Therefore, this combina-
tion, as shown by computational experiments, does not provide significant 
advantages over the k-GH-VNS3 algorithm; its results are not presented. 
 

2.3. Results of computational experiments with new algorithms  
for the k-means problem 

The authors applied classical datasets from the UCI (Machine Learn-
ing Repository) [155] and Clustering basic benchmark [156] repositories to 
test our new algorithm (k-GH-VNS) in three different modifications. The 
datasets were selected from various spheres of life and various volumes of 
data for the correctness of the research: 
- Ionosphere (351 data vectors, each dimension 35), i.e., classification of 
radar returns from the ionosphere (prediction of high-energy structures in 
the atmosphere from antenna data); 
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- Mopsi-Joensuu (6014 data vectors, each with a dimension of 2), i.e., the 
location of users until 2012 (Joensuu is a city in eastern Finland); 
- Chess (3196 data vectors, each dimension 36), i.e., chess problems (King 
+ Rook vs. King + Pawn); 
- Europe (169309 data vectors, each with dimension 2), i.e., classification 
of European skills, competencies, qualifications and professions; 
- BIRCH3 (100,000 data vectors, each dimension 2), i.e., clusters of ran-
dom size in random locations; 
- KDDCUP04BioNormed (65536 data vectors, each dimension 74), i.e., 
biological dataset [157]. 

The UCI Repository (Irvine, California, USA) is the largest reposito-
ry of model and real machine learning problems based on real data on ap-
plied problems in physics, engineering, biology, medicine, sociology, etc.  
The data sets of this particular repository are most often used by research-
ers for empirical analysis of machine learning algorithms [158]. Clustering 
basic benchmark repository School of Machine Learning of the University 
of Eastern Finland (Joensuu). 

For the experiments, the authors applied the Depo X8Sti computing 
system (6-core Xeon X5650 2.67 GHz CPU, 12 GB of RAM), the hyper-
threading technology was disabled. The experiments were also carried out 
on a low-power system with a 2-core Atom N270 1.6 GHz CPU, 1 GB of 
RAM (the execution time increases 16-25 times, i.e., to achieve the same 
results, it takes 16-25 times longer fixed time). 

Thirty attempts were made to run each of the algorithms for all da-
tasets. Only the best results achieved in each attempt were recorded, then 
from these results for each algorithm the values of the objective function 
were calculated: minimum and maximum values (Min, Max), mean value 
(Mean) and standard deviation (RMSD). The j-means and k-means algo-
rithms were run in multi-start mode. 

The results of our computational experiments are presented in Tables 
2.1-2.6. The best objective function values (minimum, mean, and standard 
deviation) are shown in bold italic type. 
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Table 2.1 
Results of computational experiments on the ionosphere dataset  

(30 seconds, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean square 
deviation 

10 clusters 
j-means 1 590,34 1 598,83 1 594,77 2,41 
k-means 1 590,93 1 598,61 1 595,28 2,47 
k-GH-VNS1 1 586,38 1 586,65 1 586,52 0,12 
k-GH-VNS2 1 586,38 1 591,99 1 588,00 2,36 
k-GH-VNS3 1 586,38 1 591,99 1 587,24 1,57 
j-means-GH-VNS1 1 586,38 1 586,63 1 586,44 0,10 
j-means-GH-VNS2 1 586,39 1 586,63 1 586,48 0,12 

20 clusters 
j-means 1 282,18 1 299,13 1 291,92 4,83 
k-means 1 286,30 1 310,54 1 301,98 5,81 
k-GH-VNS1 1 239,16 1 259,56 1 246,39 5,18 
k-GH-VNS2 1 243,94 1 263,11 1 252,26 4,96 
k-GH-VNS3 1 238,53 1 265,28 1 252,53 6,47 
k-GH-VNS1-RND 1 237,58 1 252,42 1 245,53 4,31 
k-GH-VNS2-RND 1 245,93 1 264,07 1 254,72 5,15 
k-GH-VNS3-RND 1 243,73 1 259,78 1 251,01 3,96 
j-means-GH-VNS1 1 236,21 1 257,85 1 245,97 6,48 
j-means-GH-VNS2 1 245,71 1 256,18 1 249,95 3,09 

 
Moreover, calculations were carried out with various versions on 

some data sets for the expected number of clusters, as well as with a vary-
ing time limit allotted for one attempt to run the algorithm (Tables 2.1, 2.3, 
2.6). 

The results of computational experiments (Tables 2.1-2.6) showed 
that new search algorithms with alternating randomized neighborhoods (k-
GH-VNS) have more stable results (give a lower minimum value and/or 
standard deviation of the objective function, a smaller spread of the 
achieved values) and, therefore, better performance in comparison with 
classical algorithms j-means and k-means (Figures 2.3-2.9) [149, 159]. At 
the same time, it is difficult to give an unambiguous preference to any one 
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of the versions of the k-GH-VNS algorithm or its combined version j-
means-GH-VNS. However, note that the k-GH-VNS2 combination (in 
which Greedy Procedure 2, i.e., Algorithm 2.3 is used first) in most cases 
shows worse results in comparison with other new algorithms, which casts 
doubt on the expediency of its application. 
 

Table 2.2 
Results of computational experiments on the mopsi-Joensuu dataset 

(20 clusters, 40 minutes, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean square 
deviation 

j-means 36,565 37,520 36,730 0,253 
k-means 47,891 52,759 50,387 1,359 
k-GH-VNS1 36,565 36,565 36,565 0,000 
k-GH-VNS2 36,565 36,565 36,565 0,000 
k-GH-VNS3 36,565 36,565 36,565 0,000 
k-GH-VNS1-RND 36,565 36,565 36,565 0,000 
k-GH-VNS2-RND 36,565 36,565 36,565 0,000 
k-GH-VNS3-RND 36,565 36,565 36,565 0,000 
j-means-GH-VNS1 36,565 36,565 36,565 0,000 
j-means-GH-VNS2 36,565 36,565 36,565 0,000 

 
Table 2.3 

Results of computational experiments on the chess dataset  
(30 clusters, 30 attempts) 

Algorithm Objective function value 
Min 

(record) 
Max Mean Root mean square 

deviation 
5 minutes 

j-means 8 021,22 8 102,13 8 060,24 21,05 
k-means 7 989,20 8 038,81 8 019,24 13,68 
k-GH-VNS1 7 960,82 7 978,85 7 967,27 4,99 
k-GH-VNS2 7 959,92 7 989,01 7 974,27 8,61 
k-GH-VNS3 7 998,48 8 007,96 8 003,84 3,51 
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k-GH-VNS1-RND 7 960,66 7 978,62 7 968,86 5,94 
k-GH-VNS2-RND 7 961,89 7 996,10 7 972,31 8,76 
k-GH-VNS3-RND 7 987,20 8 001,26 7 991,42 3,55 
j-means-GH-
VNS1 

7 958,25 7 967,75 7 961,82 4,65 

j-means-GH-
VNS2 

7 959,03 7 970,65 7 963,63 4,13 

2 hours 
j-means 7 997,43 8 031,05 8 014,72 10,71 
k-means 7 970,88 8 005,28 7 990,12 9,31 
k-GH-VNS1 7 958,26 7 969,10 7 962,73 3,89 
k-GH-VNS2 7 958,25 7 961,61 7 959,34 1,21 
k-GH-VNS3 7 958,26 7 963,07 7 960,22 2,03 
k-GH-VNS1-RND 7 958,24 7 965,03 7 960,91 1,59 
k-GH-VNS2-RND 7 958,24 7 963,09 7 959,57 1,56 
k-GH-VNS3-RND 7 958,24 7 968,36 7 959,49 2,64 
j-means-GH-
VNS1 

7 958,25 7 958,28 7 958,26 0,02 

j-means-GH-
VNS2 

7 958,25 7 960,39 7 958,68 0,85 

Table 2.4 
Results of computational experiments on the Europe dataset  

(30 clusters, 4 hours, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean 
square 

deviation 
j-means 7,51477E+12 7,60536E+12 7,56092E+12 29,764E+9 
k-means 7,54811E+12 7,57894E+12 7,56331E+12 13,560E+9 
k-GH-VNS1 7,4918E+12 7,49201E+12 7,49185E+12 0,073E+9 
k-GH-VNS2 7,49488E+12 7,52282E+12 7,50082E+12 9,989E+9 
k-GH-VNS3 7,4918E+12 7,51326E+12 7,49976E+12 9,459E+9 
k-GH-VNS1-
RND 

7,49181E+12 7,49358E+12 7,49224E+12 0,688E+9 
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k-GH-VNS2-
RND 

7,4918E+12 7,51914E+12 7,49719E+12 9,776E+9 

k-GH-VNS3-
RND 

7,49182E+12 7,51505E+12 7,4971E+12 8,159E+9 

j-means-GH-
VNS1 

7,4918E+12 7,49211E+12 7,49185E+12 0,112E+9 

j-means-GH-
VNS2 

7,49187E+12 7,51455E+12 7,4962E+12 8,213E+9 

 
Table 2.5 

Results of computational experiments on the birch3 dataset  
(100 clusters, 6 hours, 30 attempts) 

Algorithm Objective function value 
Min 

(record) 
Max Mean Root mean 

square 
deviation 

j-means 3,76222E+13 3,7965E+13 3,77715E+13 0,116211E+12 
k-means 7,92474E+13 8,87404E+13 8,31599E+13 3,088140E+12 
k-GH-VNS1 3,72537E+13 3,77474E+13 3,74703E+13 0,171124E+12 
k-GH-VNS2 4,21378E+13 5,01871E+13 4,52349E+13 4,333462E+12 
k-GH-VNS3 3,72525E+13 3,74572E+13 3,73745E+13 0,074315E+12 
k-GH-VNS1-RND 3,72541E+13 3,77687E+13 3,74943E+13 0,185483E+12 
k-GH-VNS2-RND 3,83257E+13 4,61847E+13 4,0815E+13 2,543163E+12 
k-GH-VNS3-RND 3,73131E+13 3,75242E+13 3,74164E+13 0,061831E+12 
j-means-GH-
VNS1 

3,71595E+13 3,71807E+13 3,71735E+13 0,012162E+12 

j-means-GH-
VNS2 

3,72422E+13 3,7456E+13 3,7347E+13 0,106977E+12 
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Table 2.6 
Results of computational experiments on the KDDCUP04BioNormed 

dataset (30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean square 
deviation 

30 clusters, 500 minutes 
j-means 6 280 406 6 288 774 6 283 271 4 767,4 
k-means 6 310 843 6 429 357 6 370 635 63 853,5 
k-GH-VNS1 6 385 012 6 385 150 6 385 047 51,3 
k-GH-VNS2 6 385 196 6 430 515 6 418 326 17 204,4 
k-GH-VNS3 6 267 808 6 286 808 6 283 641 7 756,6 
k-GH-VNS1-RND 6 385 016 6 385 033 6 385 023 6,2 
k-GH-VNS2-RND 6 385 149 6 429 426 6 410 598 16 538,2 
k-GH-VNS3-RND 6 386 703 6 386 808 6 386 753 50,4 
j-means-GH- 
VNS1 

6 267 205 6 267 395 6 267 300 134,3 

j-means-GH- 
VNS2 

6 267 217 6 267 421 6 267 319 144,2 

200 clusters, 24 hours 
j-means 5 330 344 5 382 908 5 355 903 26 785,8 
k-means  5 336 446 5 381 386 5 366 144 25 722,4 
k-GH-VNS1 5 294 620 5 307 828 5 301 224 9 339,5 
k-GH-VNS2 5 440 814 5 476 140 5 458 477 24 979,5 
k-GH-VNS3 no result no result   
k-GH-VNS1-RND 5 310 067 5 340 849 5 325 458 21 765,7 
k-GH-VNS2-RND 5 368 527 5 399 695 5 384 111 22 039,6 
k-GH-VNS3-RND no result no result   
j-means-GH- 
VNS1 

5 430 120 5 446 222 5 438 171 11 385,8 

j-means-GH- 
VNS2 

5 500 410 5 508 985 5 504 697 6 063,4 
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Figures 2.3-2.9 show graphs of the convergence of algorithms, built 
by the average value of the objective function for graphical comparison of 
new and known algorithms for each dataset (Tables 2.1-2.6). According to 
the picture, abscissa is the time and the ordinate is the objective function 
value averaged over 30 runs. 
 

 
 

Fig. 2.3. Comparison of new and known algorithms for the ionosphere  
dataset (10 clusters, 30 seconds): 

abscissa - time in seconds; ordinate - achieved average value  
of the objective function 
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Fig. 2.4. Comparison of new and known algorithms for the ionosphere  

dataset (20 clusters, 30 seconds): 
abscissa - time in seconds; ordinate - achieved average value  

of the objective function 
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Fig. 2.5. Comparison of new and known algorithms for the mopsi-Joensuu 

dataset (20 clusters, 40 minutes): 
abscissa - time in minutes; ordinate - achieved average value  

of the objective function 
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Fig. 2.6. Comparison of new and known algorithms for the chess dataset 

(30 clusters, 5 minutes): 
abscissa - time in minutes; ordinate - achieved average value  

of the objective function 
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Fig. 2.7. Comparison of new and known algorithms for the chess dataset 

(30 clusters, 2 hours): 
abscissa - time in hours; ordinate - achieved average value of the objective 

function 
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Fig. 2.8. Comparison of new and known algorithms  

for the KDDCUP04BioNormed dataset (30 clusters, 500 minutes): 
abscissa - time in minutes; ordinate - achieved average value  

of the objective function 
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Fig. 2.9. Comparison of new and known algorithms  

for the KDDCUP04BioNormed dataset (200 clusters, 24 hours): 
abscissa - time in hours; ordinate - achieved average value of the objective 

function 
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The results of computational experiments shown in Tables 2.1-2.6 
are graphically summarized in Figure 2.10. 

Figure 2.10 presents the number of the best achieved values of the 
objective function among all solved problems (datasets from the UCI re-
positories and Clustering basic benchmark) for all clustering algorithms 
(Tables 2.1-2.6). The number of the best values of the objective function 
among the clustering algorithms was calculated for all computational ex-
periments: separately for the minimum value (Min) and the root-mean-
square deviation (RMSD). Also, the figure contains a column (Min + 
RMSD) to show which of the clustering algorithms give the best of the ob-
tained values of the objective function simultaneously both for the best 
(record) value of the objective function and for the standard deviation of 
the achieved value of the objective function. 
 

 
Fig. 2.10. The number of achieved the best record and the best averaged 

values of the objective function by each of the algorithms, calculated  
for all computational experiments with all datasets from the UCI  

and Clustering basic benchmark repositories, as well as the number  
of simultaneously achieved records, both in terms of the objective function 

value and RMSD 



58 

As test datasets, the results of non-destructive testing of prefabricated 
production batches of electrical radio products (ERP) were also used, car-
ried out in a specialized test center of ITC - NPO PM JSC (Zheleznogorsk) 
to complete the onboard equipment of spacecraft, the composition of 
which is known in advance: 

- 3OT122A - 2 production batches (767 data vectors, each dimension 
13); 

- 5514BC1T2-9A5 - 2 batches (91 data vectors, each dimension 
173); 

- 1526TL1 - 3 batches (1234 data vectors, each dimension 157). 
The task was to divide the compiled team party into clusters corre-

sponding to homogeneous parties, followed by an analysis of the quality of 
this division.  The best values of the objective function (minimum value, 
mean value and standard deviation) are highlighted in bold italic (Tables 
2.7-2.9). The graphical implementation of the convergence of algorithms 
based on the mean value of the objective function is shown in Figures 
2.11-2.13. 

According to the results of computational experiments on data sets of 
electrical radio products (Tables 2.7-2.9), new combined search algorithms 
with alternating randomized neighborhoods again gave more stable results 
(Figure 2.14).  It should be noted that the modifications of Algorithm 2.5 
(k-GH-VNS-RND), in which the number of centers in the solution S’ is 
chosen randomly from the set |S|,2 , do not show themselves in the best 
way, and often do not give any result at all.  Therefore, these algorithms 
are not shown in some tables in which they did not have a solution. 
 

Table 2.7 
Results of computational experiments on production batches  

of 3OT122A electrical radio products (2 minutes, 30 attempts) 
Algorythm Objective function value 

Min 
 

Max Mean Root mean 
square 

deviation 
2 clusters 

j-means 3 978,31 3 978,31 3 978,31 0,0000 
k-means 3 978,31 3 978,31 3 978,31 0,0000 
k-GH-VNS1 3 978,31 3 978,31 3 978,31 0,0000 
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k-GH-VNS2 3 978,31 3 978,31 3 978,31 0,0000 
k-GH-VNS3 3 978,31 3 978,31 3 978,31 0,0000 
k-GH-VNS1-RND 3 978,31 3 978,31 3 978,31 0,0000 
k-GH-VNS2-RND 3 978,31 3 978,31 3 978,31 0,0000 
k-GH-VNS3-RND 3 978,31 3 978,31 3 978,31 0,0000 
j-means-GH-VNS1 3 978,31 3 978,31 3 978,31 0,0000 
j-means-GH-VNS2 3 978,31 3 978,31 3 978,31 0,0000 

5 clusters 
j-means 1 420,48 1 420,49 1 420,48 0,0041 
k-means 1 420,48 1 420,48 1 420,48 0,0000 
k-GH-VNS1 1 420,49 1 420,50 1 420,49 0,0061 
k-GH-VNS2 1 420,49 1 420,50 1 420,49 0,0061 
k-GH-VNS3 1 420,49 1 420,50 1 420,49 0,0057 
k-GH-VNS1-RND 1 420,49 1 420,49 1 420,49 0,0000 
k-GH-VNS2-RND 1 420,49 1 420,50 1 420,49 0,0057 
k-GH-VNS3-RND 1 420,49 1 420,50 1 420,49 0,0050 
j-means-GH-VNS1 1 420,49 1 420,50 1 420,49 0,0061 
j-means-GH-VNS2 1 420,49 1 420,50 1 420,49 0,0057 

10 clusters 
j-means 772,66 772,70 772,68 0,0191 
k-means 772,66 772,66 772,66 0,0000 
k-GH-VNS1 772,66 772,66 772,66 0,0000 
k-GH-VNS2 772,66 772,66 772,66 0,0000 
k-GH-VNS3 772,66 772,66 772,66 0,0000 
k-GH-VNS1-RND 772,66 772,66 772,66 0,0000 
k-GH-VNS2-RND 772,66 772,66 772,66 0,0000 
k-GH-VNS3-RND 772,66 772,66 772,66 0,0000 
j-means-GH-VNS1 772,66 772,66 772,66 0,0000 
j-means-GH-VNS2 772,66 772,66 772,66 0,0000 

 
Table 2.8 

Results of computational experiments on production batches  
of electrical radio products 5514BC1T2-9A5 (2 minutes, 30 attempts) 

Algorythm Objective function value 
Min 

(record) 
Max Mean Root mean 

square 
deviation 

2 clusters 
j-means 10 516,87 10 516,87 10 516,87 0,0000 



60 

k-means 10 516,87 10 516,87 10 516,87 0,0000 
k-GH-VNS1 10 516,87 10 516,87 10 516,87 0,0000 
k-GH-VNS2 10 516,87 10 516,87 10 516,87 0,0000 
k-GH-VNS3 10 516,87 10 516,87 10 516,87 0,0000 
k-GH-VNS1-RND 10 516,87 10 516,87 10 516,87 0,0000 
k-GH-VNS2-RND 10 516,87 10 516,87 10 516,87 0,0000 
k-GH-VNS3-RND 10 516,87 10 516,87 10 516,87 0,0000 
j-means-GH-VNS1 10 516,87 10 516,87 10 516,87 0,0000 
j-means-GH-VNS2 10 516,87 10 516,87 10 516,87 0,0000 

5 clusters 
j-means 8 287,83 8 287,83 8 287,83 0,0000 
k-means 8 287,83 8 287,83 8 287,83 0,0000 
k-GH-VNS1 8 287,83 8 287,83 8 287,83 0,0000 
k-GH-VNS2 8 287,83 8 287,83 8 287,83 0,0000 
k-GH-VNS3 8 287,83 8 287,83 8 287,83 0,0000 
k-GH-VNS1-RND 8 287,83 8 287,83 8 287,83 0,0000 
k-GH-VNS2-RND 8 287,83 8 287,83 8 287,83 0,0000 
k-GH-VNS3-RND 8 287,83 8 287,83 8 287,83 0,0000 
j-means-GH-VNS1 8 287,83 8 287,83 8 287,83 0,0000 
j-means-GH-VNS2 8 287,83 8 287,83 8 287,83 0,0000 

10 clusters 
j-means 7 060,45 7 085,67 7 073,55 8,5951 
k-means 7 046,33 7 070,83 7 060,11 8,8727 
k-GH-VNS1 7 001,12 7 009,53 7 004,48 4,3453 
k-GH-VNS2 7 001,12 7 010,59 7 002,26 2,9880 
k-GH-VNS3 7 001,12 7 009,53 7 003,01 3,1694 
j-means-GH-VNS1 7 001,12 7 001,12 7 001,12 0,0000 
j-means-GH-VNS2 7 001,12 7 011,94 7 003,88 4,4990 
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Table 2.9 
Results of computational experiments on production batches  

of 1526TL1 electrical and radio products (2 minutes, 30 attempts) 
Algorythm Objective function value 

Min 
(record) 

Max Mean Root mean 
square 

deviation 
3 clusters 

j-means 86 599,77 86 599,77 86 599,77 0,0000 
k-means 86 599,77 86 599,77 86 599,77 0,0000 
k-GH-VNS1 86 599,77 86 599,77 86 599,77 0,0000 
k-GH-VNS2 86 599,77 86 599,77 86 599,77 0,0000 
k-GH-VNS3 86 599,77 86 599,77 86 599,77 0,0000 
k-GH-VNS1-RND 86 599,77 86 599,77 86 599,77 0,0000 
k-GH-VNS2-RND 86 599,77 86 599,77 86 599,77 0,0000 
k-GH-VNS3-RND 86 599,77 86 599,77 86 599,77 0,0000 
j-means-GH-VNS1 86 599,77 86 599,77 86 599,77 0,0000 
j-means-GH-VNS2 86 599,77 86 599,77 86 599,77 0,0000 

5 clusters 
j-means 63 337,29 63 337,56 63 337,46 0,1211 
k-means 63 337,29 63 337,29 63 337,29 0,0000 
k-GH-VNS1 63 337,47 63 337,56 63 337,55 0,0280 
k-GH-VNS2 63 337,56 63 337,56 63 337,56 0,0000 
k-GH-VNS3 63 337,56 63 337,56 63 337,56 0,0000 
k-GH-VNS1-RND 63 337,56 63 337,56 63 337,56 0,0000 
k-GH-VNS2-RND 63 337,56 63 337,56 63 337,56 0,0000 
k-GH-VNS3-RND 63 337,56 63 337,56 63 337,56 0,0000 
j-means-GH-VNS1 63 337,56 63 337,56 63 337,56 0,0000 
j-means-GH-VNS2 63 337,56 63 337,56 63 337,56 0,0000 

10 clusters 
j-means 43 841,97 43 843,51 43 842,59 0,4487 
k- means 43 842,10 43 844,66 43 843,38 0,8346 
k-GH-VNS1 43 841,97 43 844,18 43 842,34 0,9000 
k-GH-VNS2 43 841,97 43 844,18 43 843,46 1,0817 
k-GH-VNS3 43 841,97 43 842,10 43 841,99 0,0424 
j-means-GH-VNS1 43 841,97 43 841,97 43 841,97 0,0000 
j-means-GH-VNS2 43 841,97 43 844,18 43 842,19 0,6971 
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Fig. 2.11. Comparison of new and known algorithms for data set 3OT122A 

(10 clusters, 2 minutes): 
along the abscissa axis - time in minutes; along the ordinate axis -  

the achieved average value of the objective function 
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Fig. 2.12. Comparison of new and known algorithms for data set 

5514BC1T2-9A5 (10 clusters, 2 minutes): 
along the abscissa axis - time in minutes; along the ordinate axis -  

the achieved average value of the objective function 
 

 
Fig. 2.13. Comparison of new and known algorithms for data set 1526TL1 

(10 clusters, 2 minutes): 
along the abscissa axis - time in minutes; along the ordinate axis - the 

achieved average value of the objective function 
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Fig. 2.14. Number of achieved best records and best average values  
of the objective function by each of the algorithms, calculated for all  

computational experiments with all data sets of test results for electrical 
and radio products, as well as the number of simultaneously achieved  

records, both in terms of the value of the objective function and in terms  
of SKO 

 
The results of earlier computational experiments on data sets of elec-

trical radio products with various modifications of the genetic algorithm 
were applied for a more complete comparison of computational experi-
ments results of new algorithms with the known algorithms [142]. The 
comparative results are given in the Appendix. data sets were applied for 
calculations. They are the test results of prefabricated batches of electrical 
and radio products: 

- 1526TL1 - 3 batches (1234 data vectors, each dimension 157); 
- 2 522  - 5 batches (3711 data vectors, each dimension 10); 
- H5503XM1 - 5 batches (3711 data vectors, each 229 dimensions). 
According to the Appendix, the values of the objective function ob-

tained by new algorithms in some cases turn out to be significantly better 
(according to the achieved value of the objective function) and more stable 
than the results of the genetic algorithm. Nevertheless, the authors state the 
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competitiveness of new algorithms both in comparison with the classical 
algorithms of k-means and j-means, and with genetic algorithms, including 
algorithms of the greedy heuristic method, as well as with deterministic al-
gorithms. 

The next section presents the implementation of greedy heuristic al-
gorithms using the CUDA architecture and the study of their properties 
when solving large-scale problems. 
 

2.4. Implementation of greedy heuristic clustering algorithms  
for massively parallel systems 

CUDA (the abbreviation for Compute Unified Device Architecture) 
is a parallel computing platform and programming model specially devel-
oped by NVIDIA for general computing on graphics processors (GPUs). 
They can can significantly increase computing performance [160]. A lot of 
new solutions and initiatives in various research fields are being imple-
mented with CUDA such as video and image processing, computational 
biology and chemistry, fluid dynamics modeling, seismic analysis, image 
reconstruction (obtained by computed tomography), ray tracing and much 
more.  

Algorithms that apply parallel data processing (when the same se-
quence of mathematical operations is applied to a large amount of data) 
give excellent results when calculating on the GPU, especially if the algo-
rithm is in principle well parallelized and the ratio of the number of arith-
metic instructions to the number of calls to memory. Moreover, a large 
volume of data and high density of mathematical operations eliminate the 
need for large caches, as on the central processing unit (CPU). 

The separation of vertex and fragment shader processors in hardware 
has disappeared due to the unified model of shaders (programs for the 
GPU). Shader processors can now be configured to perform both tasks de-
pending on the requirements of the application. Moreover, a special type of 
shader, the geometry shader, has been introduced. It helps generate geo-
metric elements in hardware on a computer [161]. Starting with the G80 
family of GPUs, NVIDIA has supported this new shader model, which is a 
departure from previous GPU designs. The GPU now consists of so-called 
multiprocessor systems that host a number of stream processors that are 
ideal for massively parallel computing. 
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The GPU is viewed as a set of multiprocessors executing parallel 
threads (Figure 2.15). Threads are grouped into data blocks and execute the 
same instructions on different data in parallel. One or more blocks are di-
rectly connected to the hardware multiprocessor. Here, the timing deter-
mines the order of execution. Within a single block, threads can be syn-
chronized at any point in execution. A definite execution of a blocking or-
der is not guaranteed. Further blocks are grouped into networks. Commu-
nication and synchronization across blocks is not possible, execution on 
the order of blocks with a network is not defined. Threads and blocks can 
be organized in three and two dimensions, respectively. A thread is as-
signed an identifier depending on its position in the block; a block is also 
assigned an identifier depending on its position in the grid. The thread and 
thread block ID are available at runtime, allowing you to specify specific 
memory access patterns based on your chosen layouts. Each thread in the 
GPU executes the same procedure, known as a kernel [160, 162]. 

Threads have access to different kinds of memory. Each thread is 
written to a local register very quickly, and local memory is assigned to it. 
All threads have access to a block of local shared memory within a single 
block. It can be accessed as quickly as registers, depending on access pat-
terns. Registers, local memory and shared memory are resource limited. 
Portions of device memory can be used as texture or persistent memory 
that benefit from on-chip caching. Persistent memory is optimized for 
read-only operations, texture memory is optimized for specific access pat-
terns. Threads also have access to uncached general purpose memory or 
global memory [160]. 

Various bugs can degrade GPU performance. First, sharing memory 
between multiple parallel threads can lead to so-called bank conflicts that 
serialize the execution of these threads and therefore reduce parallelism. 
Secondly, when accessing global memory addresses, it must be a multiple 
of 4, 8, or 16, otherwise the access can be compiled for several instructions 
and, therefore, accesses. Moreover, addresses accessed simultaneously by 
multiple threads in global memory must be located so that memory access-
es can be combined into a single, contiguous, aligned memory access. This 
is often referred to as memory pooling. Another factor is the so-called oc-
cupancy. Fillability determines how many blocks, and therefore threads, 
are actually running in parallel. Since shared memory and registers are lim-
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ited resources, the GPU can only execute a certain number of blocks in 
parallel. Therefore, it is imperative to optimize the use of shared memory 
and register as many parallel blocks and threads as possible [160, 162]. 
 

 
Fig. 2.15. Model CUDA 

 
Currently, many parallel algorithms adapted to the CUDA architec-

ture have been implemented on GPUs [162-165]. 
As a rule, each thread when applying the CUDA architecture per-

forms very simple operations for processing information associated with 
the simplest object. Since the architecture was originally developed for im-
age processing, such an object is a pixel. Such an object is either data ob-
jects or clusters, represented, for example, by centroid coordinates in vari-
ous parts of automatic grouping algorithms. Thus, each computation thread 
is an intelligent agent responsible for processing data associated with its 
elementary object - a data object or a cluster center (for the k-means mod-
el). The steps of the k-means algorithm, which are responsible for parti-
tioning a set of data objects into clusters, represented by the coordinates of 
their centroids, alternate with the steps associated with recalculating the 
cluster centroids. In the first case, when implemented for the CUDA archi-
tecture, threads can be launched for each of the data objects (“an agent” as-
sociated with the data object must determine which centroid it is closest to 
and “assign” itself to the corresponding cluster). In the second case, the 
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centroid agents, using the data of the objects "assigned" to them, recalcu-
late their coordinates, the flow is launched for each centroid. 

Consider a parallel implementation of the k-means algorithm (Algo-
rithm 1.1) for the CUDA architecture on the GPU [162, 165, 166]. 

1.1. The authors applied the following implementation of Step 1 of 
Algorithm 1.1. 

The authors applied one computation thread (virtually without paral-
lelization) for the first part of the parallel algorithm. It implements the 1st 
step of Algorithm 1.1. 
Algorithm 2.8 CUDA implementation of step 1 of Algorithm 1.1, part 1 
X’j=0 for all .kj }1,{ // Here, X’j are the vectors applied to calculate the new 
cluster centers/centroids.  
counterj=0 for all .kj }1,{ // object counters for each cluster  
 

The authors applied Ntrreads = 512 threads for each CUDA block for 
the second part of the algorithm. It implements the 1st step of Algorithm 
1.1. The number of blocks is calculated as follows: 

Nblocks=(N+Nthreads-1)/Nthreads.      (2.1) 

Thus, each thread processes only one object (vector) of data. 
Algorithm 2.9 CUDA implementation of step 1 of Algorithm 1.1, part 2 
i = blockIdx.x × blockDim.x + threadIdx.x . 
If i>N then return.  

j’=arg minj 
2

ij  - XA .  // cluster number 
X’j’=X’j’+Ai. 
Ci=j’. // assign Ai for cluster j’. Ai j'. 
counterj'=counterj’+1. 
Synchronize threads. 
 

The authors applied Ntrreads = 512 for the part of the algorithm that 
implements the 2nd step of Algorithm 1.1. The number of blocks is calcu-
lated as Nblocks2 = (k + Nthreads-1) / Nthreads. we used Ntrreads = 512 threads 
for each CUDA block. 
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Algorithm 2.10 CUDA implementation of step 2 of Algorithm 1.1 
j = blockIdx.x * blockDim.x + threadIdx.x . 
If  j>k then return. 
Xj’= X’i/counterj. 
Synchronize threads. 
 

The performance of the k-means algorithm with large amounts of da-
ta is a problem, especially when finding the correct parameter k can only 
be done by running several runs with different numbers of clusters. More-
over, Algorithm 2.1 assumes multiple runs of the k-means algorithm (or 
other local search method), and the number of these runs increases with the 
number of clusters (quadratic dependence). The authors apply a GPU-
optimized strategy for k-means, as well as a procedure adapted to the 
CUDA architecture to exclude clusters from the solution. It is a mandatory 
and most computationally expensive step in the greedy agglomerative heu-
ristic procedure [166, 167]. The authors implemented step 2 of Algorithm 
2.1 on the graphics processing unit (GPU). At this step, Algorithm 2.1 cal-
culates the total distance after removing one cluster: ''iF  = F(S’), where

'' \ iS S X . Having calculated F(S), we can calculate ''iF =F(S’) = F(S) +
.DN

l l1  
 

.,min
,,0

.
'

22

},,1{

'

'
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D

iCjjji' jkj

i
l

i

  

 (2.2) 
 
where l is the cluster number. Here we used 512 threads (the number is 
chosen experimentally) for each CUDA block. The number of blocks is 
calculated in accordance with (2.1). First, the variable sumD is initialized 
with a value of 0. Then, for each data vector, the following algorithm is run 
and calculated (Figure 2.16). 
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Fig. 2.16. Calculation of the distance increment D  when the centroid  

is removed  

Algorithm 2.11 CUDA implementation of step 2 of Algorithm 2.1 
l = blockIdx.x × blockDim.x + threadIdx.x . 
If  l>k then return. 
Estimate lD  in accordance with (2.2). 
If lD >0 then atomicAdd (sumD, lD ). 
Synchronize threads. 
 

Thus, each thread of Algorithm 2.11 performs the function of an in-
telligent agent that determines the contribution of each data vector to the 
increment of the objective function after the removal of the l-th cluster. 

All other algorithms run on the central processing unit (CPU). 
Thus, parallel algorithms with a greedy agglomerative heuristic pro-

cedure were proposed for solving problems of automatic grouping of a 
large amount of data, adapted to the CUDA architecture, in which each 
thread plays the role of an intelligent agent associated with a specific data 
vector and responding to such events, like changing coordinates or deleting 
centroids. 
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2.5. Results analysis of of computational experiments for massively 
parallel systems 

For the study, as before, the authors used classical data sets from the 
UCI and Clustering basic benchmark repositories [155, 156]. 

The test system consisted of an Intel Core 2 Duo E8400CPU, 
4GBRAM. NVIDIA GeForce 9600 GT GPU, with 2048 MB RAM. 

It should be noted that all the algorithms used for these computation-
al calculations were implemented for parallel computing on a GPU (CUDA 
implementation). Therefore, to avoid confusion with the algorithms men-
tioned earlier in this chapter, the index "G" (k- G, k-GH-VNS1G, k-
GH-VNS2G, k-GH-VNS3G, k-GH-VNS1-RNDG, k-GH-VNS2-RNDG, k-
GH-VNS3-RNDG, j-meansG, j-means-GH-VNS1G, j-means-GH-VNS2G, 
GA-FULLG, GA-MIXG, GA-ONEG). For all data sets, 30 attempts were 
made to run each of the 13 algorithms. 

Only the best results achieved in each attempt were recorded. Then 
minimum and maximum values (Min, Max), mean value (Mean) and 
standard deviation (RMS) were calculated from these results for each algo-
rithm. Algorithms j-means and k-means were run in multistart mode. 

The best objective function values (minimum value, mean value and 
standard deviation) are in bold italics (Tables 2.10-2.13). 
 

Table 2.10 
Results of computational experiments on the Mopsi-Joensuu dataset 

(180 seconds, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean square 
deviation 

100 clusters 
k- means G 20,2234 25,1256 22,6732 1,9230 
k-GH-VNS1G 1,8518 2,0704 1,9320 0,0996 
k-GH-VNS2G 1,6519 1,7969 1,7335 0,0504 
k-GH-VNS3G 1,6745 1,7950 1,7301 0,0444 
k-GH-VNS1-RNDG 1,9142 2,9365 2,2084 0,3680 
k-GH-VNS2-RNDG 1,7589 2,0456 1,8427 0,1026 
k-GH-VNS3-RNDG 1,6558 1,8107 1,7204 0,0646 
j-meansG 1,8600 10,2344 4,0787 3,4959 
j-means-GH-VNS1G 1,7801 2,1694 1,9197 0,1543 
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j-means-GH-VNS2G 1,7337 2,0676 1,9031 0,1471 
GA-FULLG 1,6544 1,7569 1,6760 0,0398 
GA-MIXG 1,6600 17,7807 5,4884 6,5581 
GA-ONEG 19,0837 33,0772 26,8381 4,5549 

300 clusters 
k- means G 5,6141 8,9812 7,7135 1,1162 
k-GH-VNS1G 2,0335 3,4027 2,6656 0,4973 
k-GH-VNS2G 5,1070 11,1468 8,9344 2,2980 
k-GH-VNS3G 0,1432 0,2974 0,1836 0,0582 
k-GH-VNS1-RNDG 2,2020 4,3911 2,7338 0,8446 
k-GH-VNS2-RNDG 6,7474 14,6131 10,9959 2,6691 
k-GH-VNS3-RNDG 0,1533 14,4612 9,1619 5,6364 
j-meansG 2,3443 7,1081 4,1037 1,7900 
j-means-GH-VNS1G 2,4097 12,8224 9,9201 3,9420 
j-means-GH-VNS2G 3,7229 6,9412 5,4652 1,3822 
GA-FULLG 0,2073 3,6894 1,2855 1,5409 
GA-MIXG 0,7039 2,5733 1,4348 0,6968 
GA-ONEG 8,0874 15,9837 11,8232 3,1623 

 
Table 2.11 

Results of computational experiments on the BIRCH3 dataset  
(100 clusters, 30 attempts) 

Algorithm Objective function value 
Min 

(record) 
Max Mean Root mean 

square 
deviation 

60 seconds 
k- means G 8,18676E+13 9,96542E+13 8,98255E+13 8,37212E+12 
k-GH-VNS1G 3,71973E+13 3,76732E+13 3,73639E+13 0,18509E+12 
k-GH-VNS2G 3,73240E+13 4,06161E+13 3,91485E+13 1,14305E+12 
k-GH-VNS3G 3,72082E+13 3,72550E+13 3,72422E+13 0,01998E+12 
k-GH-VNS1-RNDG 3,71993E+13 3,76607E+13 3,73757E+13 0,18322E+12 
k-GH-VNS2-RNDG 3,98574E+13 5,17877E+13 4,47900E+13 4,74952E+12 
k-GH-VNS3-RNDG 3,71558E+13 3,73328E+13 3,72362E+13 0,06507E+12 
j-meansG 5,30805E+13 13,2286E+13 7,91183E+13 28,2000E+12 
j-means-GH-VNS1G no result no result   
j-means-GH-VNS2G no result no result   
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GA-FULLG 3,74076E+13 3,84774E+13 3,75950E+13 0,34167E+12 
GA-MIXG 3,76402E+13 4,13519E+13 3,84577E+13 1,44968E+12 
GA-ONEG 6,36816E+13 9,10870E+13 7,47659E+13 11,6766E+12 

600 seconds 
k- means G 7,98405E+13 9,96542E+13 8,93187E+13 9,04845E+12 
k-GH-VNS1G 3,71474E+13 3,71933E+13 3,71778E+13 0,02348E+12 
k-GH-VNS2G 3,71474E+13 3,72261E+13 3,71834E+13 0,02595E+12 
k-GH-VNS3G 3,71473E+13 3,72453E+13 3,71817E+13 0,03723E+12 
k-GH-VNS1-RNDG 3,71474E+13 3,71932E+13 3,71775E+13 0,02326E+12 
k-GH-VNS2-RNDG 3,71474E+13 3,72275E+13 3,71853E+13 0,03177E+12 
k-GH-VNS3-RNDG 3,71474E+13 3,72275E+13 3,71857E+13 0,03163E+12 
j-meansG 4,03266E+13 4,5392E+13 4,23065E+13 1,77787E+12 
j-means-GH-VNS1G no result no result   
j-means-GH-VNS2G no result no result   
GA-FULLG 3,72332E+13 3,74141E+13 3,72741E+13 0,06510E+12 
GA-MIXG 3,71525E+13 3,72071E+13 3,71949E+13 0,02097E+12 
GA-ONEG 3,71495E+13 3,7233E+13 3,71906E+13 0,04180E+12 

 
Table 2.12 

Results of computational experiments on the chess dataset (50 clusters, 
120 seconds, 30 attempts) 

Algorithm Objective function value 
Min 

(record) 
Max Mean Root mean square 

deviation 
k- means G 6 926,22 6 958,36 6 941,13 11,2781 
k-GH-VNS1G 6 851,11 6 855,66 6 853,08 1,5482 
k-GH-VNS2G 6 851,07 6 857,08 6 853,96 2,4912 
k-GH-VNS3G 6 851,15 6 859,06 6 854,82 3,5286 
k-GH-VNS1-RNDG 6 851,29 6 859,57 6 853,93 2,9739 
k-GH-VNS2-RNDG 6 851,25 6 861,01 6 857,15 3,6077 
k-GH-VNS3-RNDG 6 851,30 6 855,86 6 853,93 1,7071 
j-meansG 6 938,97 6 987,53 6 962,71 18,6573 
j-means-GH-VNS1G 6 931,44 6 994,70 6 963,11 23,9752 
j-means-GH-VNS2G 6 962,87 6 994,55 6 980,95 10,77 
GA-FULLG 6 864,33 6 867,14 6 865,68 1,2282 
GA-MIXG 6 851,41 6 858,32 6 854,64 2,9540 
GA-ONEG 6 851,44 6 860,75 6 856,01 4,0019 
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Table 2.13 
Results of computational experiments on the data set 

KDDCUP04BioNormed (2000 clusters, 14 hours, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean square 
deviation 

k- means G 4 424 475 4 426 251 4 425 137 786,5 
k-GH-VNS1G 4 358 583 4 386 584 4 367 311 12 966,3 
k-GH-VNS2G 4 338 584 4 419 181 4 378 916 42 724,9 
k-GH-VNS3G 4 311 992 4 318 547 4 315 658 2 721,5 
k-GH-VNS1-RNDG no result no result   
k-GH-VNS2-RNDG no result no result   
k-GH-VNS3-RNDG no result no result   
j-meansG 4 390 323 4 404 301 4 396 180 5 912,2 
j-means-GH-VNS1G no result no result   
j-means-GH-VNS2G no result no result   
GA-FULLG 4 314 647 4 319 851 4 316 581 2 847,4 
GA-MIXG 4 332 422 4 354 462 4 342 210 11 224,5 
GA-ONEG 4 426 306 4 431 211 4 428 233 2 615,5 

 
According to the results of computational experiments (Tables 2.10-

2.13), it can be seen that the new k-GH-VNS3G algorithm (using a greedy 
procedure with full set union) consistently shows the best results on all da-
ta sets when implemented in parallel on a GPU and with sufficient running 
time, since this heuristic, as a rule, at the very first iterations fall into the 
region of sufficiently “good” values of the objective function. At the same 
time, this heuristic often "gets stuck" in this area, and improves the known 
solution step by step, while other variants of the greedy heuristic procedure 
are able to improve the existing solution step by step. Therefore, it is very 
important which of the three heuristics the search starts with (the Ostart pa-
rameter, which specifies the neighborhood number in the GH-VNSG algo-
rithm). When time is scarce, other variants of the GH-VNSG algorithm take 
precedence.  
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Table 2.14 
Comparison of the results of the algorithms on the CPU and GPU  

for the birch3 dataset (100 clusters, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean 
square deviation 

GPU     1 minute 
k- means G 8,18676E+13 9,96542E+13 8,98255E+13 8,37212E+12 
j-meansG 5,30805E+13 13,2286E+13 7,91183E+13 28,2000E+12 
k-GH-VNS1G 3,71973E+13 3,76732E+13 3,73639E+13 0,18509E+12 
k-GH-VNS2G 3,73240E+13 4,06161E+13 3,91485E+13 1,14305E+12 
k-GH-VNS3G 3,72082E+13 3,72550E+13 3,72422E+13 0,01998E+12 

GPU      10 minutes 
k- means G 7,98405E+13 9,96542E+13 8,93187E+13 9,04845E+12 
j-meansG 4,03266E+13 4,5392E+13 4,23065E+13 1,77787E+12 
k-GH-VNS1G 3,71474E+13 3,71933E+13 3,71778E+13 0,02348E+12 
k-GH-VNS2G 3,71474E+13 3,72261E+13 3,71834E+13 0,02595E+12 
k-GH-VNS3G 3,71473E+13 3,72453E+13 3,71817E+13 0,03723E+12 

CPU       6 hours 
k- means 7,92474E+13 8,87404E+13 8,31599E+13 3,088140E+12 
j-means 3,76222E+13 3,7965E+13 3,77715E+13 0,116211E+12 
k-GH-VNS1 3,72537E+13 3,77474E+13 3,74703E+13 0,171124E+12 
k-GH-VNS2 4,21378E+13 5,01871E+13 4,52349E+13 4,333462E+12 
k-GH-VNS3 3,72525E+13 3,74572E+13 3,73745E+13 0,074315E+12 

 
In studies connected with the BIRCH3 data set without the use of 

CUDA technology (Table 2.5), the best minimum objective function value 
of 3.72525E+13 was obtained under the condition of 6 hours for each at-
tempt. When calculating using a graphics processor (Table 2.11), the min-
imum value of the objective function 3.71473E + 13 was obtained by the 
same algorithm, but in 10 minutes and 3.71973E + 13 in 1 minute. Accord-
ing to Figure 2.17, the result when using a graphics accelerator turned out 
to be more accurate (Table 2.14), and the time spent was several orders of 
magnitude less (in this case, 360 times). 
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Fig. 2.17. Comparison of the results of the algorithms on the CPU  

and GPU for the data set birch3 
 

Also, as test data sets, the results of non-destructive tests of prefabri-
cated production batches of electrical and radio products were also used. 
They all were conducted in a specialized test center for completing the 
onboard equipment of spacecraft, the composition of which is known in 
advance (Table 2.15). The best objective function values (minimum value, 
mean value, and standard deviation) are in bold italics. 

Table 2.15 
Results of computational experiments on data set 1526IE10  

(10 clusters, 20 seconds, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean square 
deviation 

k- means G 3 925,08 3 925,09 3 925,09 0,0050 
k-GH-VNS1G 3 925,04 3 925,04 3 925,04 0,0000 
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k-GH-VNS2G 3 925,08 3 925,74 3 925,25 0,2756 
k-GH-VNS3G 3 925,08 3 926,32 3 925,29 0,5060 
k-GH-VNS1-RNDG 3 925,04 3 925,04 3 925,04 0,0000 
k-GH-VNS2-RNDG 3 925,07 3 925,12 3 925,09 0,0148 
k-GH-VNS3-RNDG 3 925,05 3 925,08 3 925,07 0,0128 
j-meansG 3 926,38 4 100,77 3 981,19 69,7025 
j-means-GH-VNS1G no result no result   
j-means-GH-VNS2G 3 926,54 4 118,59 4 054,57 110,87 
GA-FULLG 3 925,07 3 925,10 3 925,08 0,0089 
GA-MIXG 3 925,04 3 925,08 3 925,05 0,0164 
GA-ONEG 3 925,04 3 925,07 3 925,05 0,0151 

 
Clustering algorithms that perform better results for an objective 

function with a small number of clusters are not always the best as the 
number of clusters increases. However, the advantage of the family of 
greedy heuristic algorithms over the k-means algorithm, as well as j-means 
(considered one of the best) remains after the transition to the CUDA ar-
chitecture. The application of the GPU shows an advantage in achieving 
speed compared to computing on a processor, and the advantage increases 
for large data sets and a large number of clusters by tens and hundreds of 
times [166, 167]. 

 
* * * 

The greedy heuristics method [142] can be successfully applied in 
the formulation of an efficient combination of algorithms for solving the k-
means problem. 

New combined search algorithms with alternating randomized 
neighborhoods (k-GH-VNS) have more stable results, i.e., give a smaller 
minimum value and/or standard deviation of the objective function, a 
smaller spread of achieved values. Therefore, they have better indicators in 
comparison with known (classical) j-means and k-means algorithms. They 
also consistently show good results on all data sets, competing with genetic 
algorithms of the greedy heuristics method with the parallel implementa-
tion of new algorithms on the GPU for large automatic grouping problems 
adapted to the CUDA architecture. Parallel algorithms retain an important 
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property of greedy heuristic algorithms such as high accuracy of the results 
obtained. 

According to the results of computational experiments, the values of 
the objective function of new algorithms in some cases turn out to be sig-
nificantly better and more stable than the results of the genetic algorithm. 
Nevertheless, new algorithms are inferior to genetic algorithms, but not 
significantly in some problems. It should be noted that new algorithms lose 
their advantage over genetic algorithms with a significant increase in com-
putation time for medium size problems (up to approximately 10000 data 
vectors, up to 100 clusters). For large problems, the execution of only a 
few iterations of the genetic algorithm in an acceptable time (for example, 
a day) is not always possible even on modern computer technology, for ex-
ample, massively parallel systems. At the same time, k-GH-VNS algo-
rithms demonstrate good results. 

Thus, the given chapter presents the solved problems of developing 
new search algorithms with alternating randomized neighborhoods for the 
k-means problem and the implementation of greedy heuristic algorithms 
for automatic grouping for massively parallel systems. It demonstrates that 
the parallel implementation of the local search algorithm, as well as indi-
vidual steps of the greedy agglomerative heuristic procedure, makes it pos-
sible to construct an automatic grouping algorithm with a high acceleration 
factor. It reduces the calculation time by dozens of times without worsen-
ing the achieved value of the objective function. 
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Chapter 3. ALGORITHMS USING GREED AGGLOMERATIVE 
HEURISTIC PROCEDURES WITH ALTERNATED 
NEIGHBORHOODS FOR K-MEDOID PROBLEMS  
AND LIKELIHOOD FUNCTION MAXIMIZATION 

The chapter is devoted to the development of combined algorithms 
of the method of greedy heuristics for problems of automatic grouping 
with increased requirements for accuracy and stability of the result using 
search algorithms with alternating randomized neighborhoods in relation to 
a wider range of problems: the problem of k-medoid and maximizing the 
likelihood function of mathematical expectation. 
 

3.1 Combined search algorithms with alternating randomized 
neighborhoods for the k-medoid problem 

One of the classic models of location theory is the p-medoid prob-
lem. The goal of the continuous placement problem [27] is to find the loca-
tion of one or more points (depending on the specific problem setting - 
centers, centroids, medoids, etc.) in a continuous space (an infinite set of 
possible locations is considered desired points). There is also an intermedi-
ate class of problems that are actually discrete (the number of possible lo-
cations is finite), but at the same time operating with concepts that are 
characteristic of continuous problems. They include the p-medoid problem 
[168, 169] (also called the k-medoid problem or the discrete p-median 
problem [170] in the scientific studies). The main parameters of placement 
problems are the coordinates of objects and the distances between them 
[28, 171, 172]. 

The goal of the continuous p-median problem [171] is to find such k 
points (medoids, centers, centroids) that the sum of weighted distances 
from N known points (called requirement points, data vectors or consum-
ers, depending on the setting and the subject area of the problem) to the 
nearest of k centers reached a minimum. 

At present, a lot of algorithms have been proposed for solving the 
Weber problem for continuous location problems with Euclidean, Manhat-
tan (rectangular), Cheby-shev metrics (all these metrics are special cases of 
metrics based on Minkowski's lp-norms [173]). In particular, the well-
known Weisfeld procedure [54] was generalized for metrics based on Min-
kowski norms. 
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In the case of a quadratic Euclidean metric for 2
1 i,kj,k

d
kij ax=,AXL  

we have the k-means problem in the traditional representation. Here 
j,kj,j ,...,xx=X 1  ,pj=1 , i,ki,i ,...,aa=A 1  ,Ni=1 .    

  
2

1 i,kj,k
d
kij ax=,AXL  at ,Ni==wi 11  we have the k-means 

problem. Here L is a distance function, N data vectors A1,…,AN  in d-
dimensional space Ai=(ai,1,…,ai,d),    .  

The k-medoid problem (model) is different in that the centers of clus-
ters, called medoids, are found exclusively among the known points Ai, i.e., 
it belongs to discrete optimization problems.  

Local search methods for solving discrete optimization problems are 
the most natural and illustrative [139]. These ideas were also applied to 
solve location problems, salesman problems, networking, scheduling, etc. 
[174-177]. Simple local descent does not allow one to find the global op-
timum of the problem, but such methods are usually quite fast. The interest 
to them has not disappeared with the advent of new bionic algorithmic 
schemes and new theoretical results in the field of local search. 

The classical local descent algorithm starts from the initial solution x0 
(in our case, from the initial set of medoids), which is chosen randomly or 
using some auxiliary algorithm. Until the local optimum is reached, at each 
step of the local descent, there is a transition from the current solution to a 
neighboring solution with a smaller value of the objective function. 

The function of the neighborhood O at each step of the local descent 
sets the set of possible directions of the local search. Quite often this set 
contains several elements. There is a certain freedom when choosing the 
next solution, but the choice rule can have a significant impact on the result 
of the algorithm. In order to reduce the complexity of one step when 
choosing a neighborhood, it is desirable to have a set O(X) of as small a 
size as possible. Although, on the other hand, a wider neighborhood may 
lead to a better local optimum. One of the ways to solve this contradiction 
is the development of complex neighborhoods, the size of which can be 
varied in the course of a local search [43, 139]. 

The paper proposes a combined application of local search algo-
rithms containing greedy agglomerative heuristic procedures, as well as the 
well-known PAM algorithm (Algorithm 1.2), applying a search scheme 
with alternating randomized neighborhoods [132, 178]. 
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Algorithm 3.1  PAM-GH-VNS 
1: Obtain a solution S by running Algorithm 1.2 from a randomly gen-

erated initial solution. 
2: O=Ostart (search neighborhood number).  
3: i=0, j=0. 
while maxj j  

while maxi i  
4: if the STOP conditions are not met, then get the solution S’, 

by running Algorithm 1.2 from a random initial solution. 
repeat 
5: Depending on the value of O (possible values are 1, 2, or 3), 

run Greedy Procedure Algorithm 1, 2, or 3, respectively, 
with initial solutions S and S’. Thus, the neighborhood is de-
termined by the method of including cluster centers from the 
second known solution and the parameter of the neighbor-
hood is the second known solution. 

if a new solution is better than S, then 
write the new result to S, i=0, j=0. 

otherwise leave the loop. 
end of the cycle 
6: i=i+1. 

end of the cycle 
7: i=0, j=j+1, O=O+1, if O>3, then O=1. 

end of the cycle 
 

Further, the authors applied the new genetic algorithms GA-FULL 
and GA-ONE for comparative computational experiments. The description 
of the algorithms is given in [109, 142]. 
 

3.2. Results of computational experiments with new algorithms  
for the k-medoid problem 

The tables below used the following abbreviations and abbreviations 
of the algorithms: 
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PAM is classic PAM algorithm; 
PAM-GH-VNS1, PAM-GH-VNS2, PAM-GH-VNS3 are variations 

of the search algorithm with alternating randomized neighborhoods (Algo-
rithm 2.8); 

PAM-GH-VNS1-RND, PAM-GH-VNS2-RND, PAM-GH-VNS3-
RND are ariations of the search algorithm with alternating randomized 
neighborhoods with a randomly determined initial solution; 

GA-FULL is a genetic algorithm with a greedy heuristic with a real 
alphabet [109]; 

GA-ONE is a genetic algorithm that uses Algorithm 2.3 (Greedy 
Procedure 2) as the crossover procedure 

As test data sets, the authors analyzed (Tables 3.1-3.3) the results of 
non-destructive test tests of prefabricated production batches of electrical 
and radio products, conducted in a specialized test center for completing 
the onboard equipment of spacecraft [178]. 

The DEXP OEM computing system (4-core Intel® Core™ i5-7400 
CPU 3.00 GHz, 8 GB RAM) was used for the experiments. 

For all data sets, 30 attempts were made to run each of the 9 algo-
rithms. Only the best results achieved in each attempt were recorded, then 
from these results for each algorithm the objective function values were 
calculated such as minimum value (Min), mean value (Mean) and standard 
deviation. 

The results of the computational experiments are presented in Tables 
3.1-3.3. The best objective function values (minimum value, mean value, 
and standard deviation) are in bold italics. 

Algorithms can be compared by the mean value of the objective 
function or by the median. In this study, the authors use the mean value of 
the objective function, because if some algorithm randomly produces the 
best result of the objective function once (minimum value, mean value or 
standard deviation), and in other experiments it is worse, then such an al-
gorithm of course, will not be the best. 

A graphical comparison of new and known algorithms for each data 
set (Tables 3.1-3.3) is shown in the convergence graphs of algorithms built 
on the average value of the objective function (Figures 3.1-3.3). On the ab-
scissa, it is time, on the ordinate, it is the achieved mean value of the objec-
tive function. 
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Table 3.1 
Results of computational experiments on the 3OT122A data set  
(767 data vectors, each dimension 13) 10 clusters, 60 seconds,  

30 attempts, Manhattan distance 
Algorithm Objective function value 

Min 
(record) 

mean Root mean square 
deviation 

PAM 1 654,39 1 677,35 12,2445 
PAM-GH-VNS1 1 554,26 1 566,70 7,4928 
PAM-GH-VNS2 1 558,02 1 566,06 5,0686 
PAM-GH-VNS3 1 555,09 1 563,99 3,9161 
GA-FULL 1 599,23 1 637,58 25,5365 
GA-ONE 1 589,87 1 614,78 13,5342 

 
 
 
 

Table 3.2 
Results of computational experiments on data set 5514BC1T2-9A5  

(91 data vectors, each dimension 173) 10 clusters, 60 seconds,  
30 attempts, Manhattan distance 

Algorithm Objective function value 
Min 

(record) 
Mean Root mean square 

deviation 
PAM 7 623,81 7 629,74 8,4124 
PAM-GH-VNS1 7 604,49 7 604,49 0,0000 
PAM-GH-VNS2 7 604,49 7 604,49 0,0000 
PAM-GH-VNS3 7 604,49 7 604,49 0,0000 
GA-FULL 7 604,49 7 604,49 0,0000 
GA-ONE 7 604,49 7 606,43 6,1597 
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Table 3.3 
Results of computational experiments on data set 1526TL1 (1234 data 

vectors, each dimension 157) 10 clusters, 60 seconds, 30 attempts, 
Manhattan distance 

Algorithm Objective function value 
Min 

(record) 
Mean Root mean square 

deviation 
PAM 50 184,01 50 883,73 472,4409 
PAM-GH-VNS1 45 440,37 45 553,02 95,8004 
PAM-GH-VNS2 45 453,68 45 657,68 153,3286 
PAM-GH-VNS3 45 444,42 45 637,87 177,5864 
GA-FULL 46 660,86 48 391,17 845,0838 
GA-ONE 47 081,34 48 125,99 766,5659 

 

 
Fig. 3.1. Comparison of new and known algorithms for data set 3OT122A 

(10 clusters, 60 seconds): 
along the abscissa axis - time in seconds; along the ordinate axis -  

the achieved average value of the objective function 
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Fig. 3.2. Comparison of new and known algorithms for data set 

5514BC1T2-9A5 (10 clusters, 60 seconds): 
along the abscissa axis - time in seconds, along the ordinate axis -  

the achieved average value of the objective function 
 

The results of earlier computational experiments on data sets of elec-
trical radio products with various modifications of the genetic algorithm 
were used for a more complete comparison of the obtained results of com-
putational experiments [142]. Prefabricated batches of 1526TL1 electrical 
and radio products were used for calculations. 

Table 3.4 uses  the following abbreviations [142]. They are GA - 
genetic algorithm, ZhE - greedy heuristic, GAHE - genetic algorithm with 
greedy heuristic with real alphabet, LP - local search, GA FP - genetic 
algorithm with recombination of subsets of a fixed length [37] , IBC – 
Information Bottleneck Clustering, JL – multistart greedy heuristic with 
local search enabled, k-mean. multistart – multistart of the ALA procedure. 
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Fig. 3.3. Comparison of new and known algorithms for dataset 1526TL1 

(10 clusters, 60 seconds): 
along the abscissa axis - time in seconds; along the ordinate axis - achieved 

average value of the objective function 
 

The authors used publicly available and well-known data sets from 
the UCI repositories [155] and clustering basic bench-mark for the final 
verification and conclusions on the results of computational experiments 
with production batches of electrical and radio products for spacecraft and 
for the possibility of applying our new algorithms [156]. 

Moreover, calculations were made with a different number of clus-
ters and different distances (Tables 3.5-3.7). Figures 3.4-3.6 present graph-
ical implementation of the convergence of algorithms built on the average 
value of the objective function. 
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Table 3.4 
Results of computational experiments on data set 1526TL1 (1234 data 

vectors, each dimension 157) 10 clusters, 60 seconds, 30 attempts, 
squared Euclidean distance 

Algorithm Objective function value 
Min 

(record) 
Mean Root mean square 

deviation 
PAM 64 232,02 66 520,18 991,9938 
PAM-GH-VNS1 55 373,00 55 906,02 416,4050 
PAM-GH-VNS2 55 361,75 55 858,35 359,4161 
PAM-GH-VNS3 55 383,81 55 755,00 353,9469 
GA-FULL 58 789,34 60 629,52 1 187,0953 
GA-ONE 58 300,15 60 165,43 1 388,6209 
G GH+LP 55 361,75 55 364,10 6,2204 

 real  55 361,75 55 361,75 7,86E-12 
 real partially, 
 55 361,75 55 361,75 7,86E-12 

GA FS 55 361,75 55 452,68 240,5632 
GA classical 55 361,75 55 364,10 6,2204 

 no result   
Determ. GH  57 131,00 57 131,00 0,0000 
Determ. GH  55 998,22 55 998,22 0,0000 

 no result   
GH adaptive,  55 361,75 55 361,75 7,86E-12 
GH adaptive,  55 361,75 55 381,31 33,3953 
GH  55 361,75 55 361,75 7,86E-12 
GH  55 361,75 55 361,75 7,86E-12 
GH  55 361,75 55 371,53 25,8679 
GH  55 361,75 55 366,45 8,0305 
GH  55 361,75 55 361,75 7,86E-12 
GH  55 361,75 55 371,53 25,8679 
GL  55 361,75 55 604,47 294,1579 
GL  55 361,75 55 455,03 239,6050 
GL  55 361,75 55 907,30 240,5632 
GL  55 361,75 55 548,22 241,5122 
GL,  55 361,75 55 634,52 340,2077 
GL  55 361,75 55 907,30 240,5632 
k-mean multistart 55 361,75 55 364,10 6,220381 
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Table 3.5 
Results of computational experiments on the ionosphere dataset  

(351 data vectors, each dimension 35) 10 clusters, 60 seconds,  
30 attempts, Manhattan distance 

Algorithm Objective function value 
Min 

(record) 
Mean Root mean square 

deviation 
PAM 2 688,57 2 704,17 12,3308 
PAM-GH-VNS1 2 607,21 2 607,25 0,1497 
PAM-GH-VNS2 2 607,21 2 607,43 0,4303 
PAM-GH-VNS3 2 607,21 2 607,34 0,4159 
GA-FULL 2 608,22 2 624,97 9,5896 
GA-ONE 2 608,69 2 625,18 10,7757 

 
Table 3.6 

Results of computational experiments on the Mopsi-Joensuu dataset 
(6015 data vectors, each dimension 2) 20 clusters, 60 seconds,  

30 attempts, Euclidean distance 
Algorithm Objective function value 

Min 
(record) 

Mean Root mean square 
deviation 

PAM 319,84 343,44 15,3004 
PAM-GH-VNS1 278,63 390,43 82,6086 
PAM-GH-VNS2 333,26 471,15 100,2594 
PAM-GH-VNS3 273,91 334,98 51,2440 
PAM-GH-VNS1-RND 301,91 428,14 129,2156 
PAM-GH-VNS2-RND 384,62 475,92 53,0972 
PAM-GH-VNS3-RND 265,96 325,49 42,1440 
GA-FULL 315,57 383,41 60,1489 
GA-ONE 343,21 433,01 66,0360 

 
 
 
 
 
 



89 

Table 3.7 
Results of computational experiments on the Chess dataset (3196 data 

vectors, each dimension 37) 50 clusters, 60 sec, 30 tries, squared  
Euclidean distance 

Algorithm Objective function value 
Min 

(record) 
Mean Root mean square 

deviation 
PAM 10 763,0 10 822,4 47,1268 
PAM-GH-VNS1 10 357,0 10 530,9 122,9620 
PAM-GH-VNS2 10 803,0 11 107,1 174,1184 
PAM-GH-VNS3 10 429,0 10 594,6 114,7192 
PAM-GH-VNS1-RND 10 400,0 10 659,0 161,2982 
PAM-GH-VNS2-RND 10 891,0 11 097,0 187,9113 
PAM-GH-VNS3-RND 10 310,0 10 623,3 214,1288 
GA-FULL 10 252,0 10 381,3 72,9110 
GA-ONE 10 944,0 11 098,0 112,0813 

 
Fig. 3.4. Comparison of new and known algorithms for the ionosphere  

dataset (10 clusters, 60 seconds, Manhattan distance): 
along the abscissa axis - time in seconds; along the ordinate axis -  

the achieved average value of the objective function 
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Fig. 3.5. Comparison of new and known algorithms for the Mopsi-Joensuu 

dataset (20 clusters, 60 seconds, Euclidean distance): 
along the abscissa axis - time in seconds; along the ordinate axis - the 

achieved average value of the objective function 
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Fig. 3.6. Comparison of new and known algorithms for the Chess dataset 

(50 clusters, 60 seconds, squared Euclidean distance): 
along the abscissa axis - time in seconds; along the ordinate axis -  

the achieved average value of the objective function 
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The results of computational experiments have shown that new com-
bined search algorithms with alternating randomized neighborhoods 
(PAM-GH-VNS) with a small number of clusters have more stable results 
(they give a lower mean value and/or standard deviation of the achieved 
value of the objective function, smaller times - reset of achieved values) 
and, therefore, better performance in comparison with known algorithms 
(on ionosphere datasets and electrical radio products). When the number of 
on Boolean data is more than 20 clusters both new and genetic algorithms 
of the greedy heuristics method having an advantage in achieving the best 
average achieved values of the objective function with multiple runs, do 
not demonstrate advantages in terms of the stability of the obtained value 
objective function (PAM-algorithm shows a more stable, but consistently 
poor result compared to some of new algorithms). 
 

3.3. Combined classification EM algorithm 
Currently, there exist a great number of data clustering methods 

[180]. The EM-algorithm (Expectation Maximization, i.e., maximization of 
mathematical expectation) is one of the popular ones. It is used in case of 
analysis of incomplete data [107, 110, 181]: 

- for some reason, some statistics are missing; 
- likelihood function has a form that allows for serious simplifica-

tions with the introduction of additional "hidden" quantities, but does not 
allow for "convenient" research methods. 

It is reduced to the task of separating a mixture of probability distri-
butions in solving the clustering problem by the EM-algorithm. The gen-
eral statement of the problem of separation of a mixture of distributions is 
as follows. 

Let the distribution density on the set X have the form of a mixture of 
k distributions (assume that the distributions are Gaussian): 

k

j
jj )x()x(

1
, 

k

j
j

1
1, 0j , 

where )x(j  is the likelihood function of the j-th component of the mix-
ture, j  is its a priori probability (“weight” in the composition of the mix-
ture).  
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The main advantage of the EM-algorithm is its ease of the perfor-
mance. Moreover, it can optimize not only model parameters, but also 
make assumptions about missing data values. 

This makes EM an excellent method for clustering and creating pa-
rameterized models one can assume what the cluster contains and where 
the new data should be attributed knowing the clusters and the parameters 
of the model. 

Although the EM-algorithm has its disadvantages: 
1. The performance of the algorithm decreases as the number of 

iterations increases. 
2. EM does not always find the optimal parameters and can get 

stuck in the local optimum without finding the global one. 
The EM-algorithm is the so-called "greedy" algorithm. Its essence is 

to make locally optimal decisions at each stage. A local maximum can be 
very different from the global one. The CEM algorithm (Classification 
EM) implements a randomized, but purposeful “shaking” of the sample at 
each iteration for this. This helps to “knock out” the optimization process 
from local maxima. 

The deterministic rule works in the CEM algorithm. According to it, 
an object is assigned to one cluster, the number of which matches the num-
ber of the largest of the numbers. In general, CEM works relatively fast 
compared to EM. As a rule, CEM finds an extreme close to the global one. 

In order to compare the results of EM and CEM algorithms, a study 
was conducted to check the significance of information features that sup-
posedly have an exponential distribution for the problem of selecting ho-
mogeneous batches of electrical radio products (detailed in Chapter 4). 

The initial data for analysis in solving the problem are the results of 
test effects on electrical and radio products to control the current-voltage 
characteristics of the input and output circuits of microcircuits. 

The number of errors (an error is an incorrectly defined batch) when 
running the EM and CEM algorithms is presented in Table 3.8. The de-
nominator of the fraction is the volume of the combined party. 

According to Table 3.8, CEM works on average 10% better than EM. 
It has been experimentally established that the main EM algorithm is more 
unstable in terms of initial data [107, 109, 182]. 
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Table 3.8 
Results of EM and CEM algorithms (average errors over 10 runs) 

Algorithm Chips 1526TL1 
(4 features, 1 expo-
nential) 
3 parties 

Chips 1526IE10 
(6 features, 2 expo-
nential) 
5 parties 

Diodes 3OT122A 
(4 features, 1 expo-
nential) 
3 parties 

EM 152/626  217/870 68/279 
CEM 96/626  130/870 40/279 

 
According to the table CEM works on average 10% better than EM. 

It has been experimentally established that the main EM algorithm is more 
unstable in terms of initial data [107, 109, 182]. 
Algorithm 3.2 CEM algorithm (classification EM algorithm) 

A sample (array) of N vectors of d-dimensional data     =, , … , , , = 1, , estimated number of distributions in a mixture of 
k.  

Step 1 (initialization). Select some initial values of the distribution 
parameters. As a rule, the values of randomly selected data vectors are 
chosen as the expectation vectors , and the values of the variances (or co-
variance matrices) are set the same for all distributions and calculated for 
the entire sample, or unit matrices are taken as covariance matrices (simi-
larly, for exponential distributions or Laplace distributions, the parameter  
is calculated over the entire sample X1,…,XN).  

Set the values of prior probabilities of each of the distributions equal 
for all distributions    = 1/ , = 1, . 

Step 2 (E-step - classification/clustering). 
With fuzzy clustering, for each distribution j and for each data vector 

i, the posterior probability that the i-th data vector belongs to the j-th dis-

tribution is calculated: , = ( ) = 1, , = 1, .  

Here ( | )  is the density of the j-th distribution at the point .  
When the CEM-algorithm is fulfilled for each data vector, all values 

of gi,j for all distributions are set to 0, except for one distribution j', for 

which ( ) has a maximum value. This distribution is set to 
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, = 1. Consider that the data vectors for which , = 1, form the j’th 
cluster.  

Step 3 (M-step, i.e., modification of distribution parameters). 
3.1. Recalculate the values of aprior probabilities: = , = 1, . 
3.2. Recalculate the estimates of the parameters of each of the distri-

butions, taking into account the posterior probability that a specific i-th da-
ta vector is included in the j-th cluster with a probability gi,j. For example, 
the vector of average values = ( , , … , , ) for each cluster is calcu-
lated by the formula  

, = 1 , , , = 1 , ,    = 1, , = 1, . 
Similarly, estimates of standard deviations are calculated as follows: 

, = 1 , ( , , ) , = 1 ( , , ) ,    = 1, , = 1, . 
Here ,  is the standard deviation for the l-th dimension in the j-th 

distribution (cluster).  
When fulfilling the CEM algorithm, the mean vector and standard 

deviations are calculated for each cluster separately. It is easy to prove that 
the two formulas above are also suitable for the CEM case, but the calcula-
tion for each cluster separately is faster and more accurate in practice. 

The application of the standard multivariate distribution with a full 
covariance matrix is as follows: ( )
= ( ) = ,                             ( ) ,                        … ( ) ,( ) , ( ) = ( ) , … ( ) ,( ) , ( ) , … ( ) = ( ) ,

 

Its elements are also calculated taking into account a posteriori prob-
ability: ( ) , = ( ) , = , , , , , . 
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4. Calculate the value of the objective function, i.e., the logarithmic 
likelihood function: ( , … , , (    )

=  ( ( | ))  

5. Check stop conditions and go to Step 2. 
 

The application of various probabilistic models in the EM-algorithm 
for the problem of dividing batches of industrial products into homogene-
ous batches was studied in [109]. It presents that in the case of multivariate 
data, the model with multivariate uncorrelated Gaussian measurements is 
the most adequate (gives the least number of errors when tested on data 
sets with pre-labeled data) in comparison with multivariate Gaussian dis-
tributions with a full covariance matrix and in comparison, with spherical 
Gaussian distributions. 

A multivariate Gaussian distribution with independent (uncorrelated) 
features (dimensions) differs from a multivariate Gaussian distribution on-
ly in that it does not require operation with matrices. 

Given: N vectors of d-dimensional data = , , … , ,     , =1, .  
There is a vector  and a non-negative definite symmetric co-

variance matrix:  

= = , , … ,, = , … ,
, , … = ,

  

dimensions d × d such that the probability density of the vector X are 
as follows: ( ) = ( ) | |  ( ( ) ( )), 

where  is the determinant of the matrix and – 1 is the matrix 
inverse to  The components of the vector  are calculated separately for 
each dimension: = ,  . 
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Here ,  is the j-th component (j-th dimension) of the i-th data vec-
tor.  

The covariance matrix is diagonal (therefore, it can be replaced by a 
vector). It consists of the variances for each dimension: 

= 0 … 00 … 00 0 … . 

Variances are calculated independently: = , . 
The distribution density is calculated as the product of the densities 

for each dimension: ( ) = = ( )  ( / ), 

where is the jth component of the vector X. 
The CEM-algorithm, as a modification of the EM-algorithm, can be 

quite successfully used as a local search method [107, 109, 112, 183, 184]. 
Solutions formed from elements of different solutions that are local optima 
are more likely to be closer to the global optimum in comparison to ran-
domly selected solutions [110]. Therefore, in this case, it was also pro-
posed to apply the VNS-algorithm as an extended local search [150, 183, 
184]. 

Thus, an improved algorithm based on the classification EM-
algorithm (Algorithm 2.9) applying a search with alternating randomized 
neighborhoods will be as follows [183, 184]: 
Algorithm 3.3 -GH-VNS 

1: Obtain a solution S by running the CEM-algorithm from a randomly 
generated initial solution. 

2: O=Ostart (number of the search neighborhood). 
3: i=0, j=0. 
while maxj j  

while maxi i  
4: if the STOP conditions are not fulfilled, then get the solution 

S' by running the CEM-algorithm from a random initial solu-
tion. 

repeat 
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5: According to the value of the variable O (possible values 
are 1, 2 or 3), run the Greedy Procedure Algorithm 1, 2 
or 3 respectively with initial solutions S and S'. Thus, the 
neighborhood is determined by the method of including 
cluster centers from the second known solution and the 
parameter of the neighborhood is the second known solu-
tion. 
if a new solution is better than S, then 
write the new result to S, i=0, j=0. 

otherwise leave the loop. 
end of the cycle 
6: i=i+1. 

end of the cycle 
7: i=0, j=j+1, O=O+1, if O>3, then O=1. 

end of the cycle 
 

As test data sets, the authors applied (Table 3.9) the results of non-
destructive test tests of prefabricated production batches of electrical and 
radio products, conducted in a specialized test center for completing the 
onboard equipment of spacecraft. 

The DEXP OEM computing system (4-core Intel® Core™ i5-7400 
CPU 3.00 GHz, 8 GB RAM) was used for the experiments. 

For all data sets, 30 attempts were made to run each of the algo-
rithms. Only the best results achieved in each attempt were recorded, then 
from these results for each algorithm the objective function values were 
calculated: the minimum value (Min), the average value (Mean) and the 
standard deviation. The best objective function’s values (minimum value, 
mean value, and standard deviation) are in bold italics. Figures 3.7-3.9. 
demonstrate graphical implementation of the convergence of algorithms 
built on the average value of the objective function. 
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Table 3.9 
Results of computational experiments on test data sets of a batch  

of industrial products (10 clusters, 2 minutes, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean square 
deviation 

3OT122A (767 data vectors, each dimension is 13) 
CEM 120 947,6 146 428,5 135 777,6 7 985,6992 
CEM-GH-VNS1 121 256,5 152 729,1 143 956,0 8 708,6293 
CEM-GH-VNS2 123 664,4 158 759,2 143 028,5 10 294,3992 
CEM-GH-VNS3 128 282,2 155 761,9 143 506,9 10 058,8266 

1526TL1 (1234 data vectors, each dimension is 157) 
CEM 354 007,3 416 538,4 384 883,4 20 792,8068 
CEM-GH-VNS1 376 137,1 477 124,5 438 109,4 29 964,0641 
CEM-GH-VNS2 345 072,6 487 498,3 444 378,1 43 575,3282 
CEM-GH-VNS3 379 352,3 516 777,8 456 271,4 38 323,0246 

5514BC1T2-9A5 (91 data vectors, each dimension is 173) 
CEM 4 504,1 7 284,2 5 776,4 987,9598 
CEM-GH-VNS1 3 977,6 9 620,5 6 981,3 1 990,3690 
CEM-GH-VNS2 4 528,9 13 545,5 6 342,4 2 632,7929 
CEM-GH-VNS3 4 415,6 7 112,9 5 966,3 904,9495 

 
Fig. 3.7. Comparison of new and known algorithms for data set 3OT122A 

(10 clusters, 2 minutes): 
along the abscissa axis - time in minutes; along the ordinate axis -  

the achieved average value of the objective function 
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Fig. 3.8. Comparison of new and known algorithms for data set 1526TL1 

(10 clusters, 2 minutes): 
along the abscissa axis - time in minutes; along the ordinate axis -  

the achieved average value of the objective function 
 

 
Fig. 3.9. Comparison of new and known algorithms for data set 

5514BC1T2-9A5 (10 clusters, 2 minutes): 
along the abscissa axis - time in minutes; along the ordinate axis -  

the achieved average value of the objective function 

100000

150000

200000

250000

300000

350000

400000

450000

0 1 2

CEM
CEM-GH-VNS1
CEM-GH-VNS2
CEM-GH-VNS3

1000

2000

3000

4000

5000

6000

7000

0 1 2

CEM
CEM-GH-VNS1
CEM-GH-VNS2
CEM-GH-VNS3



101 

As computational experiments show [148, 182-185], the stability of 
the results with multiple runs of the CEM-algorithm is higher (the standard 
deviation of the objective function is smaller) than that of new algorithms, 
at the same time, the result in many cases is far from the true optimum of 
the likelihood function. The available opportunities for improving the re-
sults are evidenced by the fact that when conducting repeated computa-
tional experiments, the results of the best attempts to run the CEM-
algorithm sometimes differ by tens of percent in terms of the value of the 
objective likelihood function from the averaged values of the entire set of 
attempts. Therefore, new search algorithms with alternating randomized 
neighborhoods (CEM-GH-VNS) have an advantage over the classical 
CEM-algorithm in terms of the average value of the objective function 
achieved during multiple runs. 
 

3.4. Approach to the development of clustering algorithms based  
on parametric optimization models 

Thus, the authors considered combinations of greedy algorithms with 
alternating neighborhoods for k-means, k-medoid problems, and well-
known j-means and CEM-algorithms. 

Figure 3.10 presents a flowchart of a new approach to the develop-
ment of automatic grouping algorithms based on parametric optimization 
models, with the combined use of alternating randomized neighborhood 
search algorithms and greedy agglomerative heuristics. 

A general scheme of the proposed new approach to the development 
of automatic grouping algorithms based on parametric optimization models 
with the combined use of search algorithms with alternating randomized 
neighborhoods and greedy agglomerative heuristic procedures can be de-
scribed as follows: 
Algorithm 3.4 GH-VNS (Greedy Heuristics in the Variable Neighborhood 
Search) 

1: Obtain a solution S by running a two-step local search algorithm 
from a randomly generated initial solution. 

2: O=Ostart  (search neighborhood number). 
3: i=0, j=0  (number of unsuccessful iterations in a particular neighbor-

hood and in general according to the algorithm). 
while maxj j  
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while maxi i  
4: if the STOP conditions are not met (exceeding the time limit), 

then get the solution S' by running a two-step local search 
algorithm from a random initial solution. 

repeat 
5: Depending on the value of O (possible values are 1, 2 or 

3), run Greedy Procedure Algorithm 1 or 2 or 3 respec-
tively with initial solutions S and S'. Thus, the neighbor-
hood is determined by the method of including cluster 
centers from the second known solution and the parame-
ter of the neighborhood is the second known solution. 
if the new solution is better than S, then 
write the new result to S,  i=0, j=0. 

otherwise leave the loop. 
end of the cycle 
6: i=i+1. 

end of the cycle 
7: i=0, j=j+1, O=O+1, if O>3, then O=1. 

end of the cycle 
Depending on the value of Ostart the algorithms in this study are des-

ignated GH-VNS1, GH-VNS2, GH-VNS3 (for the k-means problem, re-
spectively, k-GH-VNS1, k-GH-VNS2, k-GH-VNS3; for solving the p-
medoid problem: PAM-GH-VNS1, PAM-GH-VNS2, PAM-GH-VNS3; for 
solving problems using the CEM algorithm: CEM-GH-VNS1, CEM-GH-
VNS2, CEM-GH -VNS3). 

 
* * * 

The results of computational experiments have shown that new algo-
rithms of the greedy heuristic method for automatic grouping problems 
with increased requirements for the accuracy of the result (by the value of 
the objective function), using search algorithms with alternating random-
ized neighborhoods (GH-VNS) have more stable (lower standard deviation 
of the objective function) and more accurate (lower average value of the 
objective function) results, and therefore better performance compared to 
classical algorithms (k-means, j-means, PAM and CEM). 
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Fig. 3.10. General scheme of the approach to the development of automatic 

grouping algorithms based on parametric optimization models,  
with the combined use of search algorithms with alternating randomized 

neighborhoods and greedy agglomerative heuristic procedures 
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At the same time, with an increase in the number of clusters and 
sample size, the comparative efficiency of the new approach based on par-
ametric optimization models with the combined use of search algorithms 
with alternating randomized neighborhoods and greedy agglomerative heu-
ristic procedures increases, and for large sets, these new algorithms have 
an advantage for a fixed running time of the algorithm. 

However, it should be noted that with a significant increase in the 
calculation time, the known genetic algorithms of the greedy heuristic 
method show, albeit slightly, better results in comparison with the pro-
posed new algorithms. Nevertheless, one can talk about the competitive-
ness of new algorithms both in comparison with the classical algorithms of 
k-means, PAM and j-means, and with genetic algorithms, including algo-
rithms of the greedy heuristic method, as well as with deterministic algo-
rithms. 

Figure 3.11 shows a flowchart of the greedy heuristic method with 
the addition of new components developed as part of this study. The verti-
cal order of the components reflects the nesting of the algorithms. 

A new approach to the development of automatic grouping algo-
rithms based on parametric optimization models, with the combined use of 
search algorithms with alternating randomized neighborhoods and greedy 
agglomerative heuristic procedures, was used in the activities of JSC Test-
ing Technical Center - NPO PM. 

Currently, cluster analysis tends to use collective methods [186]. 
Cluster analysis algorithms are not universal. Each algorithm has its own 
specific area of application. In the case, the area under consideration con-
tains various types of data sets, it is necessary to apply not one specific al-
gorithm, but a set of different algorithms to select clusters. The ensemble 
(collective) approach makes it possible to reduce the dependence of the fi-
nal solution on the chosen parameters of the initial algorithms and obtain a 
more stable solution [187-190]. Chapter 4 will consider ensembles of au-
tomatic grouping algorithms. 
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Fig. 3.11. Components of the greedy heuristic method, their mutual 

compatibility (solid lines) and applicability to problem classes (italic lines). 
New components are highlighted in purple  
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Chapter 4. APPLICATION OF GREEDY AGGLOMERATIVE 
HEURISTIC PROCEDURES IN PROBLEMS OF AUTOMATIC 

GROUPING OF INDUSTRIAL PRODUCTS 
The chapter considers the description of the task of identifying ho-

mogeneous batches for the formation of an electronic component base for 
space applications (as an example of the actual task of automatic grouping 
with increased requirements for accuracy and stability of the result). Also, 
it studies the development of a procedure for compiling optimal ensembles 
of automatic grouping algorithms with the combined use of a genetic algo-
rithm the method of greedy heuristics and a consistent matrix of binary 
partitions, which makes it possible to increase the accuracy of separation 
into homogeneous batches of products for practical problems of automatic 
grouping of industrial products using the approach described in Chapters 2 
and 3 to the development of automatic grouping algorithms. 
 

4.1. Problem statement of identifying homogeneous batches  
of industrial products 

One of the most important components of the task of improving the 
reliability of the system as a whole is the completion of critical compo-
nents of the system with a component base with increased quality require-
ments (for example, in the case of electronic equipment). It is important 
that they have very similar characteristics (to be homogeneous) to ensure 
the coordinated operation of the same type elements of the system. The 
homogeneity of the characteristics of the same system’s elements is 
achieved if these elements were made of the same batch of raw materials in 
the same production batch. Therefore, it is necessary to use the correspond-
ing components manufactured by separate “special” batches. They have in-
creased quality requirements when completing critical system components 
with increased quality and reliability requirements. 

The problems’ solution of automatic grouping with increased re-
quirements for accuracy and stability of the result is relevant due to a wide 
range of their application, both in cluster analysis problems and directly in 
practical problems in production where high accuracy of result reproduci-
bility is required (for example, for the task of dividing into homogeneous 
batches of industrial products with special quality requirements). 
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Chapter 1 states an example of an actual task of automatic grouping 
with increased requirements for accuracy and stability of the result was 
considered. Consider it in more detail. 

The issues of predicting failures associated with the occurrence of 
defects at the stage of production of electrical radio products (ERP) were 
considered in detail in Russian and foreign scientific works [191-199]. All 
ongoing works for failures prevent is mainly aimed at identifying and elim-
inating defects directly at the stage of manufacturing electrical and radio 
products [11, 200, 201]. Moreover, an important task is to develop meth-
ods for monitoring the quality of already released batches of incoming in-
dustrial products (with increased quality requirements) for compliance with 
the declared and actual characteristics based on the results of test tests and 
predicting fault tolerance, including using a retrospective analysis of previ-
ously released batches. It is taken in the example of electrical and radio 
products and in other fields. First of all, control is necessary when using 
industrial products of foreign production in the case when it is impossible 
to directly control the products at the stage of production. 

Pay attention that the supplied industrial batches of ERP [202] can be 
heterogeneous (consisting of several production batches of plates), for ex-
ample, integrated circuits of the same name, but of different quality catego-
ries (“OS”, “VP”, “V(S)”, "Q(B)") [203, 204]. Therefore, it is necessary to 
be sure that we are dealing with a batch of products made from a single 
(homogeneous) batch of raw materials or that the spread of parameters will 
be within the acceptable norm in order to extend the test results to the en-
tire production batch of products. Therefore, the identification of homoge-
neous production batches from prefabricated batches of products is one of 
the most important measures during testing in order to avoid errors in qual-
ity assessment. It directly affects the life of the onboard equipment of the 
spacecraft. 

It is necessary to carry out the prescribed destructive tests for each 
production batch, consisting of several different groups (batches) in order 
to make an informed decision on the acceptability of product quality. 
Therefore, it is necessary to conduct studies to identify such groups [117, 
205, 206]. In the case of ERP, to assess the quality of the component base, 
the following sampling is proposed: 
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1) electrical and radio products are made of one crystal batch of 
plates. Then, there is one sample; 

2) Electrical radio products are made from more than one crystal 
batch of plates. Then it is necessary to estimate the number of 
homogeneous groups, which will be equal to the number of samples. 

Pay attention that the samples are formed after industrial products 
have passed additional screening tests and destructive physical analysis, as 
a result of which products with potential defects are eliminated. 

Thus, automatic grouping of production batches of electrical and 
radio products is important for ensuring reliability, and in particular 
radiation resistance [202]. It mainly determines the period of active 
existence of spacecraft [207, 208]. 

Thus, automatic grouping of production batches of electrical and 
radio products is important for ensuring reliability, and in particular 
radiation resistance [202]. It largely determines the period of active 
existence of spacecraft [207, 208]. The characteristics of the products 
included in the special batch should be better than the products of the usual 
batch of electronic components (even the quality categories “VP” or 
“OS”), as well as the characteristics of the entire set of products included 
in the special batch should differ for the better. Thus, a special batch is 
actually a prototype of the component base of a space quality level. 

As it turned out [209], foreign-made electrical and radio products of 
the “Space” and “Military” quality categories have two differences, i.e., the 
control of the presence of foreign particles in the under-hull space and the 
assessment of the drift of parameters during electrical thermal training of 
products. 

When there is no production of special batches of products with 
increased quality requirements, perhaps the only way out is their formation 
in specialized test centers using cluster analysis methods with increased 
requirements for the accuracy and stability of the result (reproducibility of 
the result of separation into homogeneous batches of industrial products) 
[210]. 

The situation with the division into homogeneous batches of 
industrial products in the process control system for the production of 
anodes is in some way similar to the process of separation of production 
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batches of electrical and radio products described above, but has its own 
specifics. 

One of the key materials in the production of aluminum is the baked 
anode [211, 212]. The minimum change in the parameters of the anode en-
tails significant fluctuations in the technical and economic parameters of 
the electrolysis process (the share of the baked anode in the cost of alumi-
num production is about 15 percent) [213]. Raw materials for the produc-
tion of anodes are distinguished by the widest range of parameters of prop-
erties that determine the quality of products. Poor quality anodes not only 
increase aluminum production costs (up to $170 per ton), but also increase 
greenhouse gas emissions. Consequently, the improvement of the produc-
tion process for the production of anodes gives great economic prospects 
for the enterprise [213, 214]. 

The baked anode quality control system used at a particular enter-
prise will be considered effective only if it fully simulates the operation of 
the anode in an aluminum electrolyzer (it is sufficiently sensitive to chang-
es in the properties of the anode). The more complete and better the analy-
sis of raw material parameters is, the more reliable the result is. 

In anodes, for example, there may be structural defects (for example, 
cracks) formed at the stage of forming "green" blocks or under poor firing 
conditions. Green anode (Eng. Green Anode) is an anode of an aluminum 
electrolytic bath that has not undergone firing. Since anodes are subjected 
to severe thermal attack in electrolyzers, their resistance to cracking is of 
great importance. Failure of an anode in an electrolytic cell due to cracking 
leads to serious undesirable side effects, which can result in serious losses. 
Therefore, the task of separating batches of green anodes prior to the firing 
process is one of the most important in the production of aluminum [211, 
212, 214]. 

The algorithms proposed in Chapters 2 and 3 help to improve the 
accuracy of automatic grouping methods with increased requirements for 
accuracy and stability of the result. They can become the basis of an 
automated system for identifying groups of any industrial products with 
different parameters. 
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4.2. Application of search algorithms with alternating neighborhoods 
for industrial products with high quality requirements 

The conceptual diagram of the system for separating prefabricated 
batches of industrial products (using the example of electrical and radio 
products for space use) based on the results of test tests conducted at JSC 
"Testing Technical Center - NPO PM" (JSC "ITC - NPO PM") is presented 
in Figure 4.1 [ 210]. 

The diagram shows the tasks, models, algorithms and their possible 
relationships that can be involved in building an efficient system for auto-
matic grouping of electrical and radio products into homogeneous produc-
tion batches [109, 142]. 

Previously [215], it was shown that the problem of identifying ho-
mogeneous batches of industrial products can be reduced to the problem of 
cluster analysis, where each group (cluster) will represent a homogeneous 
batch made from one type of raw material. The authors of [216–218] pro-
posed the use of the k-means clustering algorithm to solve the problem of 
identifying homogeneous batches. In [219], a fuzzy clustering method 
based on the EM algorithm is considered. A model for separating homoge-
neous production batches based on a mixture of spherical or uncorrelated 
Gaussian distributions has been proposed [220]. The application of genetic 
algorithms with greedy heuristics, as well as modifications of the EM algo-
rithm for separating homogeneous batches of products is considered in 
[215]. 

The initial data on the results of tests of industrial products is a mul-
tidimensional set of product parameters measured from the results of sev-
eral hundred non-destructive tests [221]. There were attempts to apply the 
methods of factor analysis in order to reduce the dimension of input data 
for clustering products by homogeneous batches [222-224]. 
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Fig. 4.1. Conceptual diagram of the system for separating prefabricated 
batches of industrial products with increased quality requirements based  

on the results of tests [109]
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The studies present that some selected factors depend on the number 
of considered products in the sample, as well as on the input measured pa-
rameters of the product in this sample [222, 223]. However, it has not been 
possible to single out the optimal universal set of factors for dividing a 
combined batch consisting of an arbitrary number of homogeneous batch-
es. Thus, despite the fact that factor analysis methods can somewhat reduce 
the dimension of data, nevertheless, the use of a data array of a sufficiently 
large dimension is necessary when using cluster analysis methods to sepa-
rate the combined batch (data remain multidimensional). 

One of the problems in data clustering is the automatic determination 
of the number of clusters (groups). In most cases, the problem of 
estimating the number of clusters is reduced to the problem of choosing a 
model. As a rule, automatic grouping algorithms are run in some 
acceptable limit of the number of possible groups, and the best value 
(number of clusters) is chosen based on the compactness criterion. 

There exist the following main criteria for determining the number of 
clusters in cluster analysis. They are the Kalinsky-Harabasz index [225], 
the Davies-Bouldin index (DBI) [226], the Krzanowski-Lai index [227], 
the Hartigan criterion [228], the Bayes information criterion (BIC, i.e., 
Bayesian Information Criterion) [229], GAP-criterion [230], Akaike in-
formation criterion (AIC) [231], silhouette criterion [232]. 

Experiments were conducted on the application of each of the listed 
criteria for industrial products on the example of the results of non-
destructive test tests of prefabricated production batches of products [109, 
142]. The silhouette criterion turned out to be the most informative and at 
the same time does not require adjustment of the values of any parameters. 
In fact, in the production of special batches of IRP, only the silhouette cri-
terion is involved, although in the software implementation of the algo-
rithm for automatic grouping of electrical and radio products by production 
batches, the results are evaluated according to the criteria of intracluster 
distance, silhouette, and the Bayesian information criterion. 

Application of the silhouette criterion gave the least number of errors 
in determining the number of production batches [142]. The silhouette cri-
terion also serves to validate the results of automatic grouping, both by lot 
and by item. 
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Thus, the use of the silhouette criterion makes it possible to deter-
mine effectively the number of production batches in a combined batch. 
This, in turn, makes it possible to increase the efficiency of the automatic 
grouping algorithm and more accurately divide into homogeneous batches 
of electrical radio products. 

Automatic grouping models are not universal. Each algorithm has its 
own field of application. It is necessary to use not one specific algorithm in 
the case when the field under consideration contains different types of data 
sets. However, a set of different algorithms to select clusters, since it is not 
known in advance which of the algorithms will show the best result on a 
particular data set (or batches of industrial products). The study presented 
that the algorithms within the same approach showed different results for 
different tasks. The ensemble (collective) approach makes it possible to re-
duce the dependence of the final solution on the chosen parameters of the 
initial algorithms and obtain a more stable (in terms of reproducibility of 
the result) solution [187-190]. 
 

4.3. Ensembles of clustering algorithms 
The authors proposed some statistical and other methods for data 

mining, including tasks of automatic grouping. However, the development 
of a technology (a method) suitable for solving the widest possible range of 
clustering problems remains to be an important problem [190, 233]. For 
example, the repeated studies proved that the application of ensembles of 
clustering algorithms helps to conclude that they are comparatively 
efficient for solving a wide range of problems [190]. After that, we have a 
question about the method of forming an ensemble. As practice shows, the 
formation of efficient ensembles is fraught with difficulties, since the 
choice of algorithms that demonstrate the best results for the formation of 
an ensemble does not always lead to the formation of an ensemble that 
gives the best accuracy [189, 234, 235]. 

There exist two main methods for obtaining an ensemble of algo-
rithms [187, 236, 237]: 

1. Computation of a co-occurrence matrix. 
2. Finding a consensus partition, i.e., a consistent partition with sev-

eral solutions available, optimal according to some criterion. 
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The results obtained by various automatic grouping algorithms are 
used when forming the final solution. 

Consider an example of an ensemble of algorithms [238, 239]. It is a 
combination of sequential k-means algorithms (each of them offers its own 
partition) and a hierarchical agglomerative algorithm that combines the ob-
tained solutions using a special mechanism. 

At the first step, each algorithm, splits the data into clusters using its 
own distance metric. Then, the accuracy and weight of the algorithm's 
opinion in the ensemble are calculated according to the formula: 

L

i i

i
i

Acc
AccW

1

,     

 (4.1) 
where iAcc  is accuracy of algorithm i, that is, the ratio of the number of cor-
rectly clustered objects to the size of the entire sample, and L is number of 
algorithms in the ensemble.  

For each resulting partition, a preliminary binary difference matrix of 
size n x n (where n is number of objects) is compiled. It is necessary to de-
termine whether the partition objects are included in one class. Then, a 
consistent difference matrix is calculated. Each its element is a weighted 
sum of the elements of the preliminary matrices (using the weight accord-
ing to formula 4.1). The matrix obtained in such a way is used as input for 
the hierarchical agglomerative clustering algorithm. After that, using con-
ventional techniques (such as determining the agglomeration distance 
jump), one can choose the most appropriate cluster solution [238, 239]. 

As it was mentioned above, it is necessary to compile a binary simi-
larity/difference matrix for each L partition in the ensemble in order to ob-
tain the best partition into clusters: 

Hi=<hi(i,j)>, 
where hi(i,j) is equal to zero if element i and element j are in the same clus-
ter, and it is equal to 1 if they are not in one cluster.  

The next step in compiling an ensemble of automatic grouping algo-
rithms is compiling a consistent matrix of binary partitions: 

),(** jihH ,    ),(),(* jihwjih ii , 

where wi is the weight of the algorithm. We take the weight equal to the 
average accuracy of the algorithm applied on test problems. 
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Genetic algorithms gave high efficiency in constructing ensembles of 
neural networks [83, 240-244]. They are also used for solving problems of 
automatic grouping. We applied a genetic algorithm of the greedy heuristic 
method [150, 190] to form an ensemble of arbitrary algorithms. The choice 
of this method is due to the fact that the algorithms of this method for 
practical problems yield results that are difficult to significantly improve 
by other methods in a comparable time. Moreover, computational 
experiments showed good results (in terms of the value of the objective 
function and the stability of these values) for problems of automatic 
grouping of a large number of objects (hundreds of thousands) and large 
data vectors. 

The accuracy of separate clustering algorithms and their ensembles 
can be estimated from the available labeled sample, i.e., a sample is 
required in which the belonging of objects to actual groups is known 
beforehand. 

The accuracy of algorithms and their ensembles will be estimated as 
follows: 

max,/1 NAFit     (4.2) 
where A is number of correctly clustered objects; N is total number of 
objects. 

The general scheme of the proposed procedure for compiling optimal 
ensembles of automatic grouping algorithms with the combined use of the 
genetic algorithm of the greedy heuristic method and the consistent binary 
partition matrix for practical problems can be described as follows [189, 
190]. The algorithms are represented by the results of their work on m test 
problems, i.e., binary partition matrices. Labeled data are used at the stage 
of compiling an ensemble of automatic grouping algorithms. Then the 
calculations go directly to the combined industrial batch of products 
(which must be divided into homogeneous batches), using the ensemble of 
the best algorithms selected in each model. 
Algorithm 4.1 The procedure for compiling optimal ensembles of auto-
matic grouping algorithms with the combined use of the genetic algorithm 
of the greedy heuristic method and the consistent binary partition matrix 
for practical problems 
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Given: a set of m test problems with labeled data (the actual breakdown 
of data into groups is known in advance), a set of n clustering algorithms 
Ci, a population size q, the number of algorithms in the ensemble p. 

Solutions (“individuals”) in the algorithm are subsets S of the clustering 
algorithms of power p selected for the ensemble. 

Step 1. Randomly generate q initial solutions, i.e., "individuals" of the 
algorithm. 

Step 2. Evaluate the value of criterion (4.2), averaged over m tasks for 
each individual, an ensemble represented by an “individual”, i.e., a set of 
algorithms for each task. Store the value of the average criterion in the 
variable Fitj, where j is the number of the "individual".  

Step 3. Check STOP conditions (timeout), STOP when conditions are 
met. 

Step 4. Choose randomly with equal probability two numbers of 
"species" i, j. Make the following ensemble: = : 

Step 5. For now pS  do:  
Step 5.1. For each i execute: SCi :  
Step 5.1.1. Exclude the i-th algorithm from the ensemble S: iCSS \' .  
Step 5.1.2. For S', estimate the value of criterion (4.2) averaged over m 

tasks by applying the ensemble S' for each task. Store the value of the 
average criterion in the Fit’

i variable. 
Step 5.1.3. Go to the next iteration of the loop 5.1. 
Step 5.2. Delete from S the algorithm Ci that corresponds to the smallest 

value Fit’
i. iCSS \' .  

Step 5.3. Next loop iteration 5. 
Step 6. For S, estimate the value of the criterion (4.2) averaged over m 

tasks, applying the ensemble S for each task. Store the value of the 
averaged criterion in the Fitnew variable. 

Step 6. Choose the number of "individual" k with the smallest value Fitk. 
If Fitnew>Fitk, then replace the k-th individual with S. Sk=S;  Fitk=Fitnew.  

Go to Step 2. 
 

Figure 4.2 presents a scheme of the procedure for compiling optimal 
ensembles of automatic grouping algorithms. First, calculations are made 
by all algorithms for each data set. After that one algorithm of each model 
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is selected. It shows the best indicators of the objective function, and an 
ensemble of automatic grouping algorithms is already compiled from them. 
Pay attention that with the help of the genetic algorithm, an ensemble of 
models is actually compiled, and within the framework of each model; the 
choice occurs without the participation of the genetic algorithm. 

The scheme presents four models of automatic grouping algorithms 
using the new algorithms described in Chapters 2 and 3. In fact, there can 
be any number of models (as well as algorithms in each model) (as 
indicated by the dots in the scheme). Their number depends on the specific 
problem being solved, computing resources and time available to the 
researcher (or specialist at a particular enterprise). 

The procedure for compiling optimal ensembles of automatic 
grouping algorithms was used in the implementation of the computer 
program “System for compiling optimal ensembles of clustering 
algorithms for the task of identifying production batches of electrical and 
radio products” (Certificate of state registration of the computer program 
No. 2019610095 dated 01/09/2019). 

We apply this procedure to the problem described above of 
compiling optimal ensembles of automatic grouping algorithms for 
separating electrical and radio products by production batches. Genetic 
algorithms of the greedy heuristics method do not require a large 
population for their work. We used q=10 to compose ensembles of 3 and 5 
algorithms (p=3, p=5). 

As test data sets, the results of non-destructive test tests of prefabri-
cated production batches of electrical and radio products were analyzed, 
carried out at the specialized test center of JSC "ITC - NPO PM" 
(Zheleznogorsk), to complete the onboard equipment of spacecraft, the 
composition of which is known in advance [ 188, 237, 239]. At the same 
time, prefabricated batches were artificially assembled from several pre-
domos homogeneous batches of electrical and radio products: 

- 140 25  is 2 production batches (clusters) and a relatively 
small amount of data (56 vectors each with a dimension of 18); 

- 3OT122A is 2 batches (767 vectors each with dimension 10); 
- 1526LE5 is 6 batches (963 vectors each with 41 dimensions). 
The task was to split the compiled combined batch into homogene-

ous components, followed by an analysis of the quality of this splitting. 
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Fig. 4.2. Scheme of the procedure for compiling optimal ensembles 
of automatic grouping algorithms 
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For research, we used the main classical automatic grouping algo-
rithms [245] for k-means and k-medoid problems, as well as the EM algo-
rithm: k-Means (k-means method) [208, 246-248], k-Means-fast (fast k-
means method) [249], k-Means-kernel (k-means kernel method [250], k-
Medoids (k-medoid method) [106], EM (Expectation Maximization) [251]. 

Moreover, to the actual type of the clustering algorithm, the result is 
significantly affected by the parameters of the algorithms, the values of 
which can be optimized. By optimization, we mean the selection of such 
values of the optimized parameters that ensure the maximum accuracy of 
clustering, that is, the best correspondence of the clustering result to the 
true division of the combined batch into homogeneous batches of electrical 
and radio products. 

At the output of the process, we evaluate clustering by the Accuracy 
parameter. By accuracy, we mean the proportion of data objects assigned 
to the “correct” cluster. This “correctness” can be estimated by having a 
sample of labeled data, for which their assignment to a particular cluster is 
known in advance. In this case, our samples are combined from the data of 
individual homogeneous batches of electrical and radio products. Table 4.1 
summarized results are. 

Automatic grouping algorithms were used in two implementation op-
tions: 1 is classical and 2 is variable. In the second alternative, we are try-
ing to improve the clustering accuracy by changing the variable parameter, 
i.e., in the k-Means, k-Means(fast) and k-Medoids algorithms, we used the 
distance measure type. For the k-Means (kernel) algorithm, the kernel type 
(dot/radial kernel). 

According to Table 4.1, clustering algorithms with relatively small 
amounts of data and the number of production batches (k number) show a 
fairly high accuracy, and with an increase in data volumes and the number 
of clusters, the clustering accuracy decreases. 

At the same time, the most important parameter that affects the result 
is the distance measure used for automatic grouping models. The use of 
special measures sometimes makes it possible to adapt simple models like 
k-means to rather complex clustering problems. In this case, a sufficient 
condition for the applicability of the distance measure is the existence of an 
algorithm for solving the corresponding Weber problem, i.e., the problem 
of finding the center of the cluster [252, 253]. The problem of high compu-
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tational complexity of some of these algorithms is partially compensated 
by the parallelization of their execution, shown in Chapter 2. 
 

Table 4.1 
Results of computational experiments on production batches  

of electrical and radio products using separate algorithms  
for automatic grouping 

Algorithm Accuracy / value of the parameter to be optimized 
 

2 batches 
3OT122A 
2 batches 

1526 LE5 
6 batches 

1526LE10 
7 batches 

k-Means-1 
 

100,00 
(Euclidean 
distance) 

76,53 
(Euclidean 
distance) 

50,57 
(Euclidean 
distance) 

39,89 
(Euclidean 
distance) 

k-Means 
(fast)-1 

100,00 
(Euclidean 
distance) 

67,67 
(Euclidean 
distance) 

50,57 
(Euclidean 
distance) 

39,89 
(Euclidean 
distance) 

k-Means 
(kernel)-1 

100,00 
(radial kernel) 

59,19 
(radial kernel) 

47,14 
(radial kernel) 

46,83 
(radial kernel) 

k-Medoids-
1 

100,00 
(Euclidean 
distance) 

60,63 
(Euclidean 
distance) 

48,60 
(Euclidean 
distance) 

37,73 
(Euclidean 
distance) 

-1 96,43 90,09 no result no result 
k-Means-2 100,00 

(Euclidean 
distance) 

76,53 
(Euclidean 
distance) 

63,03 
(Overlap 
Similarity) 

52,83 
(Overlap 
Similarity) 

k-Means 
(fast)-2 

100,00 
(Euclidean 
distance) 

76,53 
(Euclidean 
distance) 

50,99 
(Kernel Eucli-
dean distance) 

46,84 
(Correlation 
similarity) 

k-Means 
(kernel)-2 

53,57 
(dot kernel) 

67,67 
(dot kernel) 

30,22 
(dot kernel) 

46,83 
(dot kernel) 

k-Medoids-
2 

100,00 
(Euclidean 
distance) 

91,79 
(Euclidean 
distance) 

55,97 
(Manhattan 
distance) 

46,83 
(Dice 
Similarity) 

-2 96,43 95,44 no result no result 
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Compose ensembles of three and five, respectively, the best cluster-
ing algorithms in terms of accuracy (Table 4.2) for each data set (Table 
4.1). 

Table 4.2 
Results of computational experiments with composed ensembles  

of clustering algorithms 
Production batch / 
ensemble 

 
2 batches 

3OT122A 
2 batches 

1526LE5 
6 batches 

1526LE10 
7 batches 

Ensemble of three 
algorithms 

100,00 95,04 57,01 49,09 

Ensemble of five 

algorithms 
100,00 95,44 52,54 47,53 

 
Table 4.3 presents a fragment of calculating the result of an ensemble 

of five clustering algorithms for the 3OT122A data set. 
Table 4.3 

A fragment of the results of computational experiments of production 
batches of 3OT122A electrical and radio products by an ensemble  
of five clustering algorithms (true and estimated numbers of ERP 

batches based on clustering results are indicated) 
Actual 
batch -2 k-Medoids-2 -1 k-Means-1 

k-Means 
(fast)-2 Ensemble 

1 1 2 1 1 1 1 
1 1 2 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 2 1 2 2 2 
1 1 2 1 1 1 1 
1 1 1 1 1 1 1 

… … … … … … … 
2 2 2 2 1 1 2 
2 2 2 2 2 2 2 
2 2 2 2 2 2 2 
2 2 2 2 1 1 2 

…       
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We took publicly available and well-known data sets from reposito-
ries to formulate conclusions on the results of computational experiments 
obtained by us with production batches of electrical and radio products for 
spacecraft and to study the possibility of using ensembles of algorithms for 
further application: 

- Cryotherapy [254, 255] - 2 clusters (90 vectors each with dimen-
sion 6); 

- pima-indians-diabete - 2 clusters (768 vectors each with dimension 
8); 

- ionosphere - 2 clusters (351 vectors each with dimension 34); 
- Iris - 3 clusters (150 vectors each with dimension 4); 
- Zoo - 7 clusters (101 vectors each with dimension 16). 
Table 4.4 presents results of the obtained calculations. 
Take three and five clustering algorithms, respectively, that showed 

the best results for each data set (Table 4.4), and compose ensembles of 
clustering algorithms from them (Table 4.5). Table 4.6 presents ensemble 
results. 
 

Table 4.4 
Results of computational experiments on data sets by individual  

clustering algorithms 
Algorithn Accuracy / value of the parameter to be optimized 

Cryotherapy 
2 clasters 

pima-
indians-
diabetes 

 

ionosphere 
2 clasters 

Iris 
3 clasters 

Zoo 
7 clasters 

k-Means-1 
 

56,67 
(Euclidean 
Distance) 

66,02 
(Euclidean 
Distance) 

71,23 
(Euclidean 
Distance) 

89,33 
(Euclidean 
Distance) 

75,25 
(Euclidean 
Distance) 

k-Means 
(fast)-1 
 

56,67 
(Euclidean 
Distance) 

66,02 
(Euclidean 
Distance) 

71,23 
(Euclidean 
Distance) 

89,33 
(Euclidean 
Distance) 

75,25 
(Euclidean 
Distance) 

k-Means 
(kernel)-1 

55,56 
(radial ker-

nel) 

51,17 
(radial ker-

nel) 

55,56 
(radial ker-

nel) 

93,33 
(radial ker-

nel) 

54,46 
(radial kernel) 

k-Medoids-1 
 

57,78 
(Euclidean 
Distance) 

54,43 
(Euclidean 
Distance) 

68,09 
(Euclidean 
Distance) 

76,67 
(Euclidean 
Distance) 

79,21 
(Euclidean 
Distance) 
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-1 56,67 65,62 no result 96,67 no result 
k-Means-2 

 
75,56 

(CamberraD
istance) 

66,28 
(Manhattan
Distance) 

no result 96,67 
(CosineSimi

larity) 

83,17 
(ManhattanDi

stance) 
k-Means 
(fast)-2 

75,56 
(CamberraD

istance) 

66,28 
(Manhattan
Distance) 

no result 96,67 
(CosineSimi

larity) 

83,17 
(ManhattanDi

stance) 
k-Means 
(kernel)-2 

53,33 
(dot kernel) 

65,10 
(dot kernel) 

64,10 
(dot kernel) 

33,33 
(dot kernel) 

40,59 
(dot kernel) 

k-Medoids-2 73,33 
(CamberraD

istance) 

66,02 
(DynamicTi
meWarping
Distance) 

72,36 
(JaccardSim

ilarity) 

97,33 
(CosineSimi

larity) 

80,20 
(CosineSimil

arity) 

-2 56,67 
(1-st step) 

66,28 
(1- st step) 

no result 96,67 
(100-th step) 

no result 

 
According to the results of computational experiments, it can be seen 

that any automatic grouping algorithms for the problem of dividing a com-
bined batch of electrical radio products or a data set from a repository into 
two homogeneous batches show a fairly high accuracy. With an increase in 
the number of homogeneous production batches in the combined batch, the 
accuracy drops. At the same time, for different data sets, the best results 
are demonstrated by different algorithms. 

Table 4.5 
Clustering algorithms that gave the best results for each data set 

Data set Cryotherapy 
2 clusters 

pima-indians-
diabetes 

2 clusters 

ionosphere 
2 clusters 

Iris 
3 clusters 

Zoo 
7 clusters 

1 k-Means-2 k-Means-2 k-Medoids-
2 

k-Medoids-2 k-Means-2 

2 k-
Means(fast)-2 

k-Means(fast)-
2 

k-Means-1 -1 k-Means 
(fast)-2 

3 k-Medoids-2 -2 k-Means 
(fast)-1 

k-Means-2 k-Medoids-2 

4 k-Medoids-1 k-Means-1 k-Medoids-
1 

k-Means 
(fast)-2 

k-Medoids-1 

5 -1 k-Means(fast)-
1 

k-Means 
(kernel)-2 

-2 k-Means-1 
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Table 4.6 
Results of computational experiments on data sets by ensembles  

of clustering algorithms 
Data set Cryotherapy 

2 clusters 
Pima-indians-

diabetes 
2 clusters 

Ionosphere 
2 clusters 

Iris 
3 clusters 

Zoo 
7 clusters 

Ensemble of 
three 

algorithms 

75,56 66,28 71,23 96,71 83,17 

Ensemble of 
five 

algorithms 

75,56 65,89 68,66 96,67 81,15 

 
The application of the ensemble approach can be more efficient than 

separate clustering algorithms. Moreover, individual algorithms are able to 
show results that exceed the results of the ensemble in accuracy, but the 
accuracy of the ensemble is still higher than the average percentage of the 
results of separation accuracy using individual algorithms selected for 
compiling the ensemble on a set of test problems [189, 190, 234, 235]. 

It is also necessary for a specific task to take into account the number 
of algorithms used in the ensemble, due to the fact that the accuracy of the 
ensemble of automatic grouping algorithms for different data sets changes 
when the number of algorithms in the ensemble changes. Since in practice 
it is impossible to calculate the accuracy of clustering due to the lack of in-
formation about the actual composition of the sample, and it is impossible 
to predict a priori which of the algorithms in a particular case will show the 
most adequate results, the use of an ensemble approach to solving such 
problems is promising and relevant. In particular, the application of the en-
semble approach in combination with the new GH-VNS automatic group-
ing algorithms (discussed in Chapters 2 and 3), which provide the best re-
sult within a given model, will allow obtaining results that are not only 
more adequate, but also reproducible for multiple runs of the algorithm. 
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4.4. General decision-making scheme for the acceptance of batches  
of industrial products with increased quality requirements 
The conceptual scheme of the system for separating prefabricated 

batches of industrial products with increased quality requirements was up-
dated based on the results of test tests [109, 142]. 

The supplemented conceptual scheme (Figure 4.3) presents tasks of 
automatic grouping, models and algorithms with relationships involved in 
building an effective system for separating prefabricated batches of indus-
trial products with increased quality requirements for homogeneous pro-
duction batches. 

A software subsystem based on the k-medoid model with various 
distance measures, as well as a modified greedy heuristic (with partial un-
ion) has been added to the existing system for automatic grouping of the 
separation of prefabricated batches of industrial products into homogene-
ous production batches based on the k-means model. This approach allows 
the use of additional competitive mathematical models of automatic group-
ing to make a decision on the acceptance of lots and combine them into en-
sembles. One model of automatic grouping makes it possible to verify the 
results of another model, and if the results do not match under the condi-
tions of the highest requirements for the accuracy and stability of the result 
of the selection of homogeneous batches, it is proposed to abandon the use 
of disputed specimens of products when completing the onboard equip-
ment of spacecraft [109, 130]. 

The data of ongoing test tests, manufacturers of electrical and radio 
products, product names (nomenclature of tested products), the composi-
tion of tests for each product indicating the range of permissible values of 
each measurement and the test results of each copy in the batch are entered 
into the database. Each batch of a product in the database is registered with 
an indication of the possible (intended by the manufacturer) number of 
production batches in the combined batch. The results of the tests per-
formed are also recorded in the database, after which the automated system 
analyzes the results and displays their graphical representation. 
 



126 

 
Fig. 4.3. The supplemented conceptual scheme of the system for separating 

prefabricated batches of industrial products with increased quality  
requirements based on the results of test tests (new components are  

highlighted in color) 
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After checking the data prepared by the automated system and the 
visualization results, the specialist decides whether to accept or reject the 
production batch of products. For the collection and analysis of statistical 
information on manufacturers and types of products, data on rejected (with 
an indication of the reason) lots are also entered into the database. 

Some samples are taken from each batch of electrical and radio 
products, on which a destructive physical analysis is conducted to evaluate 
the manufacturing process and to evaluate technological defects that are 
usually not detected at the stage of rejection tests, but appear over time. A 
special batch of industrial products with an increased quality requirement 
is obtained according to the results of the tests carried out, after organizing 
all the necessary and mutually agreed work at the manufacturing plant and 
at ITC-NPO PM. 
 

* * * 
Chapter 4 considers the problem of identifying homogeneous batches 

for industrial products with increased quality requirements (including for 
space applications). 

The procedure for compiling optimal ensembles of automatic group-
ing algorithms with the combined use of the genetic algorithm of the 
greedy heuristic method and the consistent matrix of binary partitions 
(proposed in this chapter), as well as a new approach to the development of 
automatic grouping algorithms based on parametric opti- simulation mod-
els, with the combined use of search algorithms with alternating random-
ized neighborhoods and greedy agglomerative heuristic procedures (de-
scribed in Chapter 3) were used in the development of a system for compil-
ing optimal ensembles of clustering algorithms for the task of identifying 
production batches and are successfully used in the activities of JSC Test-
ing Technical Center - NPO PM (Zheleznogorsk). 

The application of new search algorithms with alternating random-
ized neighborhoods (including for massively parallel systems) using the 
above approach and the introduction of a system for compiling optimal en-
sembles of clustering algorithms for the problem of identifying production 
batches of industrial products developed as part of the study made it possi-
ble to improve the accuracy and stability of the results of assessing the ac-
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curacy of separation into homogeneous batches of industrial products, 
while simultaneously reducing time costs. 

Figure 4.4 presents an updated scheme of compatibility of the com-
ponents of the greedy heuristic method [109] with new components that 
expand the capabilities of the method for solving problems of automatic 
grouping. 

Earlier, according to the results of research by Stashkov D.V. [109] 
the scheme was supplemented with one more continuous problem, i.e., 
separating a mixture of distributions with a block of distribution types. 

In the scheme of compatibility of the components of the method of 
greedy heuristics, as a result of this study, the procedure for compiling op-
timal ensembles and in the general scheme of the algorithm the subsystem 
for organizing extended local search, as well as the modified greedy heu-
ristic (with partial union 2) were supplemented (highlighted in lilac). This 
made it possible to expand the possibilities of the greedy heuristics method 
for automatic grouping problems with increased requirements for the accu-
racy and stability of the result. 
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Fig. 4.4. Supplemented compatibility scheme for the components  
of the method of greedy heuristics 
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CONCLUSION 
The monograph proposes new algorithms for the method of greedy 

heuristics (including parallel ones) for solving problems of object cluster-
ing, combining the use of greedy agglomerative heuristic procedures and 
extended local search with alternating randomized neighborhoods, allow-
ing solving a range of practical problems with increased accuracy of the 
result (by the value achieved objective function), as well as the procedure 
for compiling ensembles of automatic grouping algorithms. 

The purpose of the study was achieved by solving the tasks set, 
namely: 

1. The analysis of the existing problems in the application of cluster-
ing methods, which are subject to high requirements for the accuracy and 
stability of the result, revealed a lack of algorithms capable of producing 
results in a fixed time, which would be difficult to improve by known 
methods, and which would ensure the stability of the results obtained with 
multiple runs of the algorithm. At the same time, the well-known algo-
rithms of the greedy heuristic method require significant computational 
costs. 

2. New algorithms for automatic grouping of objects in accordance 
with the k-means optimization model are developed, based on the joint ap-
plication of the k-means algorithm, greedy agglomerative heuristic proce-
dures and extended local search with alternating randomized neighbor-
hoods. In this case, the type of the search neighborhood is determined by 
the type of greedy agglomerative heuristic procedure used, and the ran-
domly generated known solution is a parameter of this neighborhood. It is 
presented that new algorithms make it possible to obtain a more accurate 
and stable result (by the achieved value of the objective function) in com-
parison with the known algorithms, being competitive in comparison with 
the known algorithms of the greedy heuristics method with a fixed time 
limit of the algorithm, which allows using algorithms in interactive deci-
sion-making mode. 

3. New algorithms for automatic grouping of objects based on the k-
medoids model, also based on the combined use of greedy agglomerative 
heuristic procedures, extended local search with alternating randomized 
neighborhoods, and the Partition around Medoids algorithm, have been de-
veloped. It is presented that new algorithms also make it possible to obtain 
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a more accurate and stable result (in terms of the achieved value of the ob-
jective function) in comparison with known algorithms. 

4. New algorithms for precise clustering of objects based on a model 
for separating a mixture of probability distributions using greedy agglom-
erative heuristic procedures, extended local search with alternating ran-
domized neighborhoods, and a well-known classification EM algorithm are 
developed, which also have advantages in terms of the value of the objec-
tive function obtained in a fixed time. This allows us to speak about a new 
approach to the development of efficient automatic grouping algorithms 
based on the combined use of local search algorithms known for the corre-
sponding problems, greedy agglomerative heuristic procedures and search 
algorithms with alternating randomized neighborhoods formed by applying 
one of the greedy agglomerative heuristic procedures to the best-known so-
lution and the second solution, generated randomly and being a neighbor-
hood parameter. 

5. Parallel modifications of the algorithms of the greedy heuristic 
method for the CUDA architecture are proposed for the first time. It makes 
it possible to expand the scope of application of the greedy heuristic meth-
od significantly and cover rather large problems up to hundreds of thou-
sands of multidimensional data vectors. 

6. A procedure has been developed for compiling optimal ensembles 
of automatic grouping algorithms with the combined use of the genetic al-
gorithm of the greedy heuristic method and the consistent matrix of binary 
partitions for practical problems, which makes it possible to reduce the 
number of errors when dividing a prefabricated batch of industrial products 
into homogeneous batches using data from non-destructive tests. 
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APPENDIX 
Comparative analysis of computational experiments of various  

algorithms 
Tables A.1-A.3 present comparative results of the obtained computa-

tional experiments and previously conducted computational experiments 
on data sets of electrical radio products using various modifications of the 
genetic algorithm. The authors made a comparison of results of the new al-
gorithms (k-GH-VNS1, k-GH-VNS2, k-GH-VNS3, k-GH-VNS1-RND, k-
GH-VNS2-RND, k-GH-VNS3-RND, j- means-GH-VNS1, j-means-GH-
VNS2), known algorithms (k-means, j-means) and various modifications 
of the genetic algorithm based on the value of the objective function. 

Prefabricated batches of electrical and radio products were used for 
the calculations: 

- 1526TL1 - 3 batches (1234 data vectors, each with a dimension of 
157); 

- 2 522  - 5 batches (3711 data vectors, each with dimension 10); 
- H5503XM1 - 5 batches (3711 data vectors, each with dimension 

229). 
The following abbreviations and abbreviations were used in Tables 

A.1-A.3 [142]: GA is genetic algorithm, GH is greedy heuristics, GAGH is 
genetic with greedy heuristics with a real alphabet, LP is local search, GA 
FP is genetic algorithm with recombination of bases of a fixed length 
[179], IBC is Information Bottleneck Clustering, ZhL is multistart greedy 
heuristics with local search enabled, ALA multistart is multistart ALA 
procedures. 

The best values of the objective function (minimum value, mean val-
ue and standard deviation) are highlighted in bold italics. 
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Table A.1 
Results of computational experiments on production batches of 1526TL1 

electrical radio products (10 clusters, 1 minute, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean 
square 

deviation 
j-means 43 841,97 43 843,51 43 842,59 0,4487 
k-means 43 842,10 43 844,66 43 843,38 0,8346 
k-GH-VNS1 43 841,97 43 844,18 43 842,34 0,9000 
k-GH-VNS2 43 841,97 43 844,18 43 843,46 1,0817 
k-GH-VNS3 43 841,97 43 842,10 43 841,99 0,0424 
k-GH-VNS1-RND no result no result   
k-GH-VNS2-RND no result no result   
k-GH-VNS3-RND no result no result   
j-means-GH-VNS1 43 841,97 43 841,97 43 841,97 0,0000 
j-means-GH-VNS2 43 841,97 43 844,18 43 842,19 0,6971 
GAGH +LP 43 842,10 43 845,73 43 843,72 1,3199 
GAGH real  43 841,98 43 844,18 43 842,6 0,6762 
GAGH real partially, 

 e =0.25 
43 841,98 43 841,98 43 841,98 1,53E-11 

GA FP 43 841,98 43 842,34 43 842,10 0,0945 
GA classical 43 842,10 43 842,88 43 842,44 0,2349 

 no result no result   
Determ. GH  45 113,56 45 113,56 45 113,56 0,0000 
Determ. GH  45 021,21 45 021,21 45 021,21 0,0000 

 no result no result   
GH adapt  43 841,98 43 842,88 43 842,40 0,4508 
GH adapt  43 842,75 43 844,18 43 843,92 0,5366 

 43 841,98 43 842,74 43 842,21 0,2903 
 43 841,98 43 843,78 43 842,49 0,6596 
 43 842,75 43 843,52 43 843,32 0,3452 

 43 841,98 43 842,59 43 842,12 0,2180 
 43 842,10 43 844,18 43 843,32 0,9767 
 43 844,18 43 844,18 43 844,18 0,0000 

GL  43 842,74 43 843,52 43 843,09 0,3987 
GL  43 841,98 43 843,52 43 842,58 0,5319 
GL  43 842,74 43 845,40 43 843,29 0,9700 
GL  43 841,98 43 842,94 43 842,51 0,4630 
GL  43 842,34 43 844,18 43 842,92 0,5839 
GL  43 842,74 45 118,74 44 191,73 596,6553 
ALA multistart 43 841,98 43 842,74 43 842,36 0,3165 
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Table A.2 
Results of computational experiments on production batches of 2D522B 

electrical radio products (10 clusters, 1 minute, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean 
square 

deviation 
j-means 7 719,98 7 720,74 7 720,36 1,0174 
k-means 7 718,57 7 722,91 7 720,74 2,8714 
k-GH-VNS1 7 716,88 7 717,18 7 717,03 0,0738 
k-GH-VNS2 7 722,32 7 726,42 7 724,37 1,8752 
k-GH-VNS3 7 722,81 7 725,22 7 724,51 1,3946 
k-GH-VNS1-RND no result no result   
k-GH-VNS2-RND no result no result   
k-GH-VNS3-RND no result no result   
j-means-GH-VNS1 7 717,22 7 721,40 7 719,81 1,7851 
j-means-GH-VNS2 7 717,90 7 720,14 7 719,92 1,4016 
GAGH +LP 7 714,13 7 715,50 7 714,61 0,3837 
GAGH real  7 714,15 7 714,77 7 714,66 0,1954 
GAGH real partially,  
e =0.25 

7 714,15 7 714,41 7 714,29 0,0899 

GAFP 7 714,14 7 714,29 7 714,22 0,0612 
GA classical 7 714,14 7 714,30 7 714,21 0,0678 

 no result no result   
Determ. GH  7 902,21 7 902,21 7 902,21 0,0000 
Determ. GH  no result no result   

 no result no result   
GH adapt  7 714,24 7 714,81 7 714,61 0,2481 
GH adapt  7 714,78 7 725,76 7 717,91 5,3185 

 7 714,22 7 714,83 7 714,64 0,2521 
 7 714,26 7 714,79 7 714,61 0,2266 
 7 714,21 7 714,48 7 714,29 0,0851 

 7 714,34 7 725,18 7 716,23 3,9519 
 7 714,77 7 715,56 7 714,90 0,2918 
 7 714,55 7 714,77 7 714,73 0,0849 

GL  7 714,26 7 727,78 7 716,28 5,0695 
 7 714,29 7 725,63 7 716,01 4,2413 
 7 714,29 7 727,55 7 716,49 4,8981 

 7 714,14 7 714,51 7 714,36 0,1316 
 7 714,28 7 725,63 7 715,99 4,2505 
 7 714,49 7 731,48 7 722,03 7,2419 

ALA multistart 7 714,14 7 714,48 7 714,26 0,0982 
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Table A.3 
Results of computational experiments on production batches of H5503XM1 

electrical radio products (10 clusters, 1 minute, 30 attempts) 
Algorithm Objective function value 

Min 
(record) 

Max Mean Root mean 
square deviation 

j-means 43 675,96 43 681,52 43 678,74 1,4126 
k- means 43 675,90 43 684,88 43 679,77 2,8062 
k-GH-VNS1 43 671,89 43 671,89 43 671,89 0,0000 
k-GH-VNS2 43 672,24 43 674,44 43 673,34 1,0476 
k-GH-VNS3 43 672,84 43 675,76 43 674,30 1,5916 
k-GH-VNS1-RND no result no result   
k-GH-VNS2-RND no result no result   
k-GH-VNS3-RND no result no result   
j-means-GH-VNS1 43 671,89 43 671,89 43 671,89 0,0000 
j-means-GH-VNS2 43 673,14 43 675,56 43 674,35 0,9162 
GAGH +LP 43 702,28 43 766,87 43 739,69 20,3107 
GAGH real  43 678,79 43 693,63 43 687,01 4,5961 
GAGH real partially,  
e =0.25 

43 675,79 43 686,87 43 680,82 3,3026 

GA FP 43 708,14 43 736,26 43 716,26 8,4025 
GA classical 43 703,31 43 724,42 43 715,80 6,1660 

 no result no result   
Determ e=0.25 43 830,25 43 830,25 43 830,25 0,0000 
Determ  44 573,13 44 573,13 44 573,13 0,0000 

 no result no result   
GH adapt  no result no result   
GH adapt  43 684,45 43 693,51 43 691,02 3,087926 

 43 692,04 43 711,26 43 699,21 6,032778 
 43 684,45 43 703,25 43 691,72 6,898894 
 43 680,28 43 700,12 43 688,81 6,230507 

 43 694,11 43 719,47 43 704,39 7,696556 
 43 684,19 43 703,13 43 691,67 7,368125 
 43 683,36 43 690,45 43 686,30 2,600117 
 43 705,63 43 733,45 43 717,25 11,08307 

 43 702,32 43 734,84 43 714,63 12,79796 
 43 692,50 43 738,93 43 720,10 17,90737 

 43 707,93 43 740,98 43 720,43 10,20816 
 43 695,14 43 727,59 43 713,57 11,27041 

GH,  e =0.001, =3 43 703,31 43 760,96 43 723,19 20,38476 
ALA multistart 43 701,35 43 753,06 43 735,46 18,04498 
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